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 (
CAREER OBJECTIVE
)


Seeking a challenging position in the field of Machine Learning / Data Science / Predictive Data Analytics / Data Mining / Text Analytics , to gain in-depth technical and functional knowledge, to discover hidden insights from data which may add new value to business, to improvise my skillset in a fast paced working environment.

 (
PROFESSIONAL SUMMARY
)



Domain:  Predictive Modeling / Machine Learning / Text Mining 
Key Highlights:
 
· Work Experience of 3 years and 4 months in IT industry 
· Experience in development of projects on Predictive Modeling , Machine Learning and Text Mining for more than 3 years
· Good exposure in statistical programming languages like Python and R
· Proficient in using software like Spyder and R-Studio
· Good understanding of various Supervised , Unsupervised and Ensemble Machine Learning algorithms
· Ability to work well in both - team environment and individual environment

 (
ACHIEVEMENTS
)


· Received best appraisal rating (Distinguished Performer) for the year 2014-2015
· Received second best appraisal rating (Exceptional Performer) for the year 2015-2016
· Received badge from Reporting Manager twice for the good work done
· College topper in B.Tech ( 4th year ) with 87.93 %


 (
TECHNICAL SK
I
LLS
)

· Software/ Programming Language : Python , R , Spyder , R-Studio
· Experience in  Machine Learning algorithms : 
Classification , Clustering , Topic Modeling , Feature Engineering , Feature Extraction and Selection 
· Experience in Ensemble Machine Learning algorithms : Random Forests , Bagging and Boosting 
· Knowledge of  Linear and Logistic Regression algorithms 
· Knowledge of concepts such as Confusion Matrix , Precision , Recall , K-Fold Cross Validation , Regular Expressions , Variance , Standard Deviation , Covariance , Correlation , Cosine Similarity 
· Basic knowledge of Data Visualization Tools such as Tableau , R Language ggplot2 and wordcloud package
· Basic Knowledge of SQL

 (
PROFESSIONAL EXPERIENCE
)



Company Name : THE SMART CUBE                                                                                     Designation        : Senior Domain Analyst
Domain              :  Predictive Data Analytics                                                                                      Duration             : April 2017 to Present

Project worked on: 

1. Title            :  News Articles Classification System
    Duration     :  5 months ( Team size :  2 )
    Skills used  :  Python , Spyder , Machine Learning , Text Analytics , Feature Engineering
    Packages used : pandas , sklearn , numpy , re , nltk , eatiht , goose , multiprocessing

    Responsibilities : 
· Developed relevant content extractor from news web page
· Built one-class SVM model to identify business relevant and negative news
· Built SVM models to predict risk category and sub-risk category of negative news 
· Developed negative signals component using collocated bigrams to generate negativity magnitude of news
· Developed duplicate news articles detector using tf-idf vectorizer and cosine-similarity 
· Built training feedback framework to improve the prediction capabilities of model
 														
    Abstract : Designed a system to detect business relevant and negative news articles for 
    companies and suppliers in different sectors. 

Company Name : HCL Technologies                    
Designation        : Software Engineer
Domain              :  Predictive Data Analytics         
Duration             : April 2014 to Feb 2017

Projects worked on:

1. Title                 :  Resume Recommendation System (Next Generation Multi Function Printers)
    Duration          :  10 months ( Team size :  3 )
    Skills used       :  R Language , R-Studio , Machine Learning , Text Mining , Text Analytics
    Packages used :  ggplot2 , wordcloud , tm , lsa , XML , e1071 , caret , barplot , SnowballC
	
    Responsibilities : 
· Created refined corpus of 10,000 resumes using stopwords and punctuations removal
· Developed inverted index script using Document-Term matrix to make searching easy
· Built SVM model for predicting domain of a resume based on IT skills present in it
· Designed and developed hiring pattern venn diagram approach and script

    Abstract : Designed a system to retrieve different  resumes for different employers
    from the same set of resumes depending on the weightage given by the employer to four 
    different fields that are Domain , Location , Education Qualification and Experience.

2. Title                 :  Email Mining ( People Relation Map )
    Duration          :  10 months ( Team size :  3 )
    Skills used       :  Python , Spyder, Machine Learning , Text Analytics , Feature Engineering
    Packages used :  numpy , csv , pandas , sklearn , re , os
	
    Responsibilities : 
· Built different SVM models for predicting legal text, quoted text, salutation presence
in email
· Developed Naive Bayes model for classifying mails into three topics
· Used Kmeans algorithm to cluster mails based on body and subject content

    Abstract : Designed a system to generate people relation map based on number of emails,
    topics of emails etc. exchanged between them.

3. Title                 :  Printing Fault/Defect Detection using Machine Learning 
    Duration          :  8 months ( Team size :  5 )
    Skills used       :  Python , Spyder, Ensemble Machine Learning , Feature Engineering
    Packages used :  numpy , csv , pandas , sklearn , re , os

    Responsibilities :
· Developed time-series model to predict fog value in printing machine 
· Built Random Forest model and SVM model to predict presence of different kind of defects that are spot , dirt and streak on printing paper.                                                                                                                                                                                                               
· Built Human-in-the-loop feedback framework to improve the results of Machine Learning system. Created 3D plots for visualisation.
 
   Abstract : Designed a system to detect different kind of defects such as spot , dirt and streak on
   printing paper that may come into existence while printing documents

. (
EDUCATIONAL QUALIFICATION
)



	Course
	Branch/ Field
	University/ College/ School
	Marks/Grade
	Passing Year

	PG DIPLOMA
	VLSI Design
	CDAC –ACTS, Pune
	70 % (GRADE –A)
	2014

	B. TECH
	E.C.E
	GGSIPU, Delhi
	81.41 % (aggregate)
	2013

	AISSCE(12th)
	Science
	C.J.D.A.V. Public School,
Meerut ( Uttar Pradesh)
	81.00 %
	2008

	AISSE(10th)
	
	C.J.D.A.V. Public School,
Meerut ( Uttar Pradesh)
	89.40 %
	2006



 (
CERTIFICATIONS
)



Certificate : Hadoop Developer ( In-progress , Aug 2017– Present )
Institute     : Ducat Training Institute ,Noida ( Uttar Pradesh )

 (
PERSONAL DETAILS
)


Name : 	                  Aditya Rastogi
Fathers Name :	      L K Rastogi
E-mail :             	      aditya123rastogi@gmail.com
Mobile Number :	      8373985051
DOB :			      15-08-1990
Passport :                          Yes
Current address :               H no 1637, Arun Vihar  Sector-37 , Noida(U.P.) - 201303
Permanent Address :         D-321/1 , Shastri Nagar Meerut(U.P) – 250004

The undersigned hereby certifies that all information given in this document is true, complete, and correct to the best of my knowledge.

Aditya Rastogi							03-09-2017
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