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Have worked as a Statistician in Analytics environment and with experience and knowledge in Statistics, Machine Learning, Deep Learning and multiple tools used for analyzing data. Along with my work, I have also completed an 11 months PG Diploma (certification course) in Business Analytics and Data Science. Kindly have a look at the skillsets I have developed in the “Analytical Skills and Analytical Tools” section.
Looking forward to join a company which offers long term career prospects and an opportunity to explore and learn more of Data Science, Machine Learning, Deep Learning, Artificial Intelligence etc.


[image: ]Professional Experience
IMED GLOBAL SOLUTIONS
Executive Statistician  
 [image: ]  Nov 2015 – Jun 2017[image: ] Bengaluru

· Experienced in Statistical Analysis and Visualization of RCR data, using SPSS. This includes Exploratory Analysis, Correlation and Regression.
· Experienced in Big data analysis for safety of various cosmetic products, using SPSS. It includes Plotting, Charting and Data Representation.
· Experienced in Statistical summarization of Protocols. This includes T test(One sample, Paired samples, Independent samples), ANOVA, Sampling, Hypothesis Testing, Chi-square test, One- and two-tailed tests, Type I and Type II errors.

TECH MAHINDRA 
Associate Technical Support
    Jan 2015 – Jun 2015[image: ] Hyderabad
· Provide thorough support and problem resolution for Verizon customers from all the states of the USA.
· To troubleshoot multiple issues like no sync, no route etc.
· Build and maintain successful relationship with service providers and customers
· Researched issues on various issues and outline solutions
· Train junior colleagues and help them learn troubleshooting techniques. 

[image: ]Education 
PGDM - Business Analytics and Data Science
AEGIS INSTITUTE OF DATA SCIENCE
 2018

BE – Electronics and Communication   BASAVESHWARA ENGINEERING COLLEGE, BAGALKOT
  2014 

[image: ]ANALYTICAL SKILLS
Machine Learning
Deep Learning
Predictive Modeling
Data Mining
Cluster Analysis
Text Mining
Data Manipulation
Data Visualization
Descriptive Statistics
Inferential Statistics

[image: ]Tools
SPSS
R 
Python
MS Excel
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· MACHINE LEARNING 
PREDICTING MEDICAL EXPENSES USING LINEAR REGRESSION
· In order for an insurance company to make profits, it needs to collect more in annual premiums than it spends on medical care to its beneficiaries. 
· The goal of this project is to use patient’s data to estimate the average medical care expenses for different population segments. These estimates could be used to set the price of yearly premiums higher or lower, depending on the expected treatment costs.
FINDING TEEN MARKET SEGMENTS USING K-MEANS CLUSTERING
· Given the text of teenagers' Social Networking Service (SNS) pages, we can identify groups that share common interests such as sports, religion, or music. Clustering can automate the process of discovering the natural segments in this population.
·  Here, I have used k-means clustering to figure out the clusters of different tastes of teenagers. I was able to develop a typology of teen identities that was predictive of personal characteristics like gender, number of friends etc. Also, I would like to add that there were unusual amount of missing values present in the dataset that had to be taken care of.
IDENTIFYING RISKY BANK LOANS USING DECISION TREES
· The idea behind the credit model is to identify factors that make an applicant at higher risk of default. 
· [bookmark: _GoBack]Here, I have developed a credit approval model using C5.0 decision trees. Also, we can see how the results of the model can be tuned to minimize errors that result in a financial loss for the bank.
PREDICTING IF THE EMPLOYEE IS BLUFFING ABOUT THE PREVIOUS SALARY, USING RANDOM FOREST REGRESSION
· It gets hard to see if the employee is bluffing about the salary in the previous organization or if he/she really received the amount that has been claimed by him/her.
·  Hence, I have developed a Random Forest model that predicts whether or not the person’s authentic about the previous salary, based on the designation of the person.
CLASSIFYING THE CUSTOMERS INTO 2 CATEGORIES BASED ON WHETHER OR NOT THE CUSTOMER BUYS THE CAR, USING SVM
· The dataset has various independent variables like salary, age, gender etc. Rationale is to find the patterns in the buying behavior of the customers, based on the above parameters and see if the customer buys the car(SUV)
· I have built a Support Vector Machine model to classify the customers based on their buying behavior. 
· TEXT MINING
· Using keywords from an election campaign speech, I have worked on a model that predicts the speaker. I have used k-Nearest Neighbor Algorithm in order to predict the name of the speaker. 
· Here, I had the data about various speakers and then, based on the frequency of the keywords, I have built the above-mentioned model.
· DEEP LEARNING 
ARTIFICIAL NEURAL NETWORK
· In the past 6 months, this bank has seen unusually high churn rates. Now they want to address and assess the problem. The dataset has details of 10000 customers spread across 14 columns. 
· Here, I have built a Geo-Demographic Segmentation model using ANN to figure out who among them left/ stayed within those 6 months. Also, to figure out the customers that are at the highest risk of leaving the bank. 
CONVOLUTIONAL NEURAL NETWORK
· A classic Computer Vision example to classify the images into Dogs and Cats. The images are of different distances, size, texture, shape etc. 
· Using Keras library, I have built a CNN model that does this classification. The steps include Convolution, Max Pooling, Flattening, Full Connection. I have also included Data Augmentation in order to avoid over-fitting of the model.
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