Anand Mohan M
E-mail: m.anand.mohan91@gmail.com                                       Contact No.: +91-9985391249

Career Objective: To succeed in an environment of growth and excellence and earn a job which provides me job-satisfaction, self-development and helps me achieve personal as well as organization goals.  

Professional Summary:
· Worked at Saven Technologies Ltd as a Data Analyst, with an overall experience of 2.3 years
· Proficient in Data Preprocessing, Data Cleaning, Data Munging/Wrangling, Data Analysis, Predictive Analytics, Data Modeling, Machine Learning, Deep Learning, Computer Vision and Data Visualization.
· Hands on experience in using advanced Deep Learning Frameworks such as Tensorflow, Tensorboard and Keras.
· Experienced in building complex Machine Learning models in R and Python. 
· Participated in NASA Hackathon, worked on a project to predict Landslides.
[bookmark: _GoBack]Experience: 
Saven Technologies Ltd.         Data Analyst				Feb’ 2017 - May 2018
Avaya India Pvt. Ltd.  		Senior Technical Specialist		Jan’ 2015 - Jan’ 2016
CBIT				Teaching Assistant			July 2014 – Dec’ 2014 
Educational Qualifications:
	Course
	Institute
	Examination Board
	Year of Passing
	Percentage
Secured (%)

	M.TECH(CSE)
	CHAITANYA BHARATHI INSTITUTE OF TECHNOLOGY
	OU
	2015
	7.09(CGPA)

	B.TECH(IT)
	VNR VIGNANA JYOTHI INSTITUTE OF ENGINEERING & TECHNOLOGY.
	JNTUH
	2013
	62.17

	INTERMEDIATE
	SRI CHAITANYA JUNIOR KALASHALA, SECUNDERABAD.
	BIEAP
	2009
	89.7

	SCHOOL
	AIR FORCE SCHOOL, AIR FORCE STATION BEGUMPET.
	CBSE
	2007
	68.2


Skill Set:
Machine Learning     : Regression, Classification, Clustering, ARIMA, Boosting, Gradient 			                          Boosting, XGBoost, LightGBM, Ensembling Methods, Stacking.
Deep Learning           : Neural Networks, Activation Functions, Hyperparameter Tuning, 			                          Optimization Algorithms, Bias/Variance Analysis, Convolutional Neural  
Networks, Recurrent Neural Networks, LSTM.
Big Data	       : Hadoop, Hive, Pig, Spark, Sqoop, Hbase, Zookeeper.
Analytics	 : R, Python, Exploratory Analysis, Predictive Analytics, Data Modeling,          Time series Forecasting, Market Basket Analysis, Image Classification, Computer Vision.
Data Visualization : Tableau, Qlik Sense, Microsoft PowerBI, TensorBoard.

Projects:
Project Title: Purchase Path Analysis of Online Transactions
Objective: To visualize the purchase path of all the transactions and make predictions based   	       on it.
Responsiblities:
· Analyzed the data, performed data cleaning, data preprocessing and data profiling.
· Feature selection, selecting important features to build the machine learning model.
· Implemented various versions of Decision Tree algorithms(CART, CHAID and Conditional tree) to visualize the purchase path of the transactions, the tree visualization also helps us to identify important touch points, for ex: users coming from Facebook having a 80% probability of purchase. Useful in identifying patterns in the purchases so we can target and market on those platforms better.
· Evaluated the model and model reiteration, so as to increase the accuracy.
· Used this model to make predictions on future transactions.
Environment: R Studio for Data analysis, model building and visualization. chaid, rpart, partykit, etc R libraries. Tableau for visualization.

Project Title: Category Classification and Click Prediction based on data from previous campaigns
Objective: URL classification into Categories and to predict whether the user will click on an 		         Advertisement based on previous campaigns data.
Responsibilities:
· Exploratory Data Analysis, Data preprocessing.
· Data Wrangling, used NLTP libraries to parse the urls and the content from the websites.
· Once the Data Transformation was complete, created association rules, to come up with Class Labels to classify the urls to. 
· Used Naïve Bayes algorithm to classify the urls to various Categories.
· Then used Logistic Regression algorithm to make predictions whether the user would click on an advertisement.
Environment: Python Jupyter Notebook for Data analysis, Data Wrangling, transformations, model building and visualization. NLTK library, scikit learn and other Python libraries. 
Project Title: Potholes on Roads
Objective: To predict if there are any potholes in the images of Roads.
Responsibilities: 
· Gather images of roads with and without potholes.
· Converting the Images to Greyscale and adjusting them to a uniform resolution.
· Built Convolution Neural Network to predict if the images had potholes in it.
Environment: Python Jupyter Notebook, Keras, numpy and other libraries.
Additional Information:
· Participated in a Kaggle Competition, named, ‘AllState Claims severity’, the task was to predict the claims a customer might make in the future. Used various algorithms such as Xgboost, LightGBM, MLP and LSTM. Also tried various techniques such as Feature Interactions, Polynomial Features, Gradients, Bagging-Boosting, Cross-validation, Ensembling and Stacking various models together. This was done completely in Python.
· Participated in the MNIST digits recognition, Cats and Dogs Classification, built Neural Networks and Convolutional Neural Networks models on the MNIST dataset and evaluated the performances of the models, got an accuracy of over 98% for MNIST. I used TensorBoard to visualize the models, parameters, hyperparameters. Done this using only Tensorflow framework.
· Built many LSTM models on time series datasets like NYSE, S&P500 and other sets.
· Built many regression models and made insightful reports.
Certifications: 
· MTA (Microsoft Technology Associate) certified on Database Fundamentals.
· Dun & Bradstreet Certification in Analytics.
· Certified in Data Visualization by Edupristine.
· Certified in Hadoop and its ecosystems by Edupristine.
Courses:
I attended a course on Data Science at EduPristine during June ’16 till December ’16. It was a 6 months course. The curriculum included, R, Machine learning algorithms, as Linear, Logistic, Decision trees, ARIMA, Apriori, Clustering and so on. We were taught on how to build Predictive models, Data analysis, Data Preprocessing, Feature Engineering, etc. We also worked on various case studies. Then we learnt Hadoop and its ecosystems as, Hive, Pig, Spark, Sqoop, HBase, Zookeeper, we also did couple of live projects. We were also taught Data visualization techniques and hands on working on tools such as Tableau and Qlik sense.
Extra-Curricular Activities:
· Participated in the Republic Day Parade on 26th Jan 2005 at Parade Ground, Secunderabad.
Personal Profile:
Name                                       : M. Anand Mohan
Fathers Name		          	 : M. R. Kumar
Nationality                               : Indian
Date of Birth                            : 20/12/1991
Marital Status		            : Unmarried
Hobbies		            : Playing Guitar, Listening to Music, watching movies,					             watching TV, playing sports, etc. 
Interests		            : To learn new technologies and keep up to date with the new 	                          
trends and technologies in Computer Science. 
Languages Known                   : English, Hindi and Telugu.
