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7+ Years of experience in Telecom software development and Cloud Technology domain at ARICENT GROUP and currently designated as a Technical Leader.

· Experience in Openstack services: nova, neutron, glance, horizon

· Experience in implementing agent in python to automate vEPC over Openstack
· Experience in deploying and managing AT&T AIC cloud on customer site in USA
· Experience in Openstack vEPC NFV integration on Openstack. 
· Experience in Openstack development and Deployment of Openstack cloud setup.
· Strong Knowledge of Aricent vEPC solution.
· Good knowledge in 2G/2.5G and LTE Technologies 
· Strong experience in Integration of telecom products over Cloud platforms 
· Implemented a Blueprint for Openstack community which is approved for Openstack Liberty Release.
· Deployment Experience of tools like Mirantis Fuel
· Strong Experience in C, C++, Java/J2EE, Python 
· Cavium Octeon Network Processor.
· IP Packet forwarding in fast path data cores, VLAN, VXLAN.
· Clearcase, Quality Center, Wireshark, Challenger tool.
· Knowledge of working with Git tool 

· Deployment and managing AT&T AIC cloud on customer site in USA
· Implemented an application which manages vEPC over Openstack Cloud.
· Implemented an agent in python that automate the installation of vEPC over Openstack cloud
· Integrated the Aricent vEPC solution over Openstack Cloud. 
· Implemented a blueprint for Openstack community accepted for Liberty release. 
· Requirement Analysis, Design, Development, Testing of the Transport Module in LTE femto cell.
· Requirement Analysis, Design, Development, Testing and System integration of the Abis and A interface implementations over Ethernet in GSM network.
· Product development from scratch using both Evaluation and Target Boards.
· Crash Debugging of software bugs from field and lab setups.
· Automation of Unit Testing using CUnit on Evaluation and Target Boards.

	Degree 
	Summary

	B.Tech 
	Degree in Computer Science in 2005-2009 with 80.52%

	SSC
	Intermediate from C.B.S.E Board  Securing 69.8% marks

	HSC
	High School from I.C.S.E Board Securing 66.2% marks. 



Project #1:    AT&T AIC Cloud Development and Deployment



                     
Role: Technical Leader

Project Duration: January 2016 to Sept 2016
Technology: Python, Linux, Openstack
Client: Mirantis/AT&T

Location: USA
Description: 
AT&T integrated cloud is a mix of enterprise and network workloads built on OpenStack, using such components as Nova, Cinder, Keystone, Ceilometer, Horizon, Murano, Swift, Neutron, Glance, Fuel, Mistral, Designate and Trove. It also includes a centralized cloud management framework — OpenStack resource manager (ORM) — for two key functions: a resource creation gateway and a region discovery service 
Responsibilities:

· Development of AIC cloud 

· Deployment of AIC cloud using Mirantis Fuel.
· Managing Resources on AIC cloud.

· Development and Deployment of Images on the AIC cloud.

Project #2:    Openstack Cloud



                     
Role: Technical Leader

Project Duration: April 2014 to Present

Technology: Python, Linux, Openstack
Client: Mirantis
Description: 
OpenStack is a free and open source software primarily used for deploying as an infrastructure as a service (IaaS) solution. The technology consists of a series of interrelated projects that control pools of processing, storage, and networking resources throughout a data center which users manage through a web-based dashboard, command line tools, or API’s.

· Openstack. 

· Openstack training at Mirantis Office Mountain View CA
· Implementing code changes in python for Cloud Ferry Project of Mirantis 
· Implemented a Application in python WeatherStation which responsible for 
Capacity planning, graphs for monitoring for the Openstack cloud. 
· Extensive knowledge about the different concepts of different modules of Openstack like Nova Compute Neutron, Horizon (Dashboard), Storage.

· Expert knowledge of the configuration and installation of Openstack cloud environment.

· Knowledge of Linux Networking such as VLAN, VXLAN networks.

· Knowledge of different Hypervisors used in Openstack especially VMware ESXI.

· Part of Openstack community.

· Extensive knowledge of the tools used for deploying Openstack like Mirantis Fuel, Virtual box etc.

Responsibilities:

· Implemented code for Mirantis Weatherstation Project in Python

· Implemented code for Mirantis  Cloud Ferry project in Python used for 

Resource migration from one cloud to another.

· Integration of various telecom products over openstack cloud which includes 

1. Aricent vEPC Solution over openstack Cloud

2. Radio Access Network over openstack Cloud

3. eNodeB Layer1/Layer2 over openstack Cloud 

· Implemented the Blueprint for Openstack community and also other 

Blueprints are assigned which are in progress

· Involved in Installation and setting up of Openstack Cloud.

· Involved in the integration of Openstack with ESXI hypervisor.

· Using ESXI hypervisor directly with openstack cloud 

· Also Using VMware VCenter Server with ESXI

· Configurations of Controller node, compute Node and Network node 

of openstack cloud environment.

· Configurations of VCenter server and ESXI host.

Project #3:    NFV (vEPC) VNF controller on openstack




                     
Role: Technical Leader
Project Duration: August 2014 to Dec 2015
Technology: Python, Linux, Java/J2EE
Description: 
VNF controller is a web application which is responsible for managing Aricent LTE EPC over the openstack cloud. Basically VNF controller is a complete solution which creates, configures   EPC  LTE Network over the Openstack cloud. It is responsible for creating and installing the vEPC, Migration of vEPC to another host. This is implemented as Aricent Product, vEPC NFV which deploys the LTE EPC over the cloud using the VNF controller and this was also showcase at MWC 2015 by Aricent.  

VNF controller characteristics:

· Create a new vEPC

· Copy the existing vEPC

· Migration of vEPC

· Memory related statistics

Responsibilities:

· Integration of Aricent vEPC solution on Openstack Cloud

· Implemented the complete solution using Spring Framework in Java.

· Also implemented the vEPC client in python which is a WSGI application 

responsible for configuring and installing the EPC network.

· Integrating the VNF controller with real eNodeB and UE for making the call.

· Integration of VNF on Openstack setup. 

Project #4:    System Module for NSN BTS
· Employer
:
ARICENT GROUP
· Client
:
Nokia-Siemens Networks
· Team Size
:
25
· Role 

:
Team member
· Contribution
:
Design, coding, testing and integration 
Project Duration: Sept 2013 to June 2014

The System Module is the center of the system. It has all the external interfaces of the BTS (apart from the antenna interfaces). Main functions of the System Module are the Transport, BTS O&M, synchronization, power distribution and baseband processing functions. System Module interfaces support up to four Radio Modules with local power feed. Processing wise System Module Supports up to 36 2G carriers. Radio modules are connected to System Module through a RP3-01 interface located in the System Module. 

System Box is the main controlling entity of EX Base Transceiver Station and is responsible for various critical functionalities of BTS. BTS O&M SW running inside system box is responsible for

· Communicating with BSC for receiving config data

· Processing and passing config to TRX Box/TRS

· Sending HW/Logical components status info to Element manager

Role:

Design, coding and Module Testing for  Loop Protection feature: 

This feature is a solution to facilitate loop protection for RRH Loop Topology with FSM3 CMST feature and in general for any chained Radio Modules(RM).

Loop protection refers to recovering the RM’s lost due to connection break in the commissioned

chain of RM’s (referred as Protected Chain)

After recovery a new chain, of RM’s originally lost, gets created (referred as protecting chain).  

Project #5:    LTE HeNB Femto Access Point
· Employer
:
ARICENT GROUP
· Client
:
Nokia-Siemens Networks
· Team Size
:
20
· Role 

:
Team member
· Contribution
:
Design, coding, testing and integration on Host Machine and Target P0 board.
Project Duration: Aug  2012 to Oct 2013

Role:

· Developed driver layer for Qualcomm  QCA 8337N Ethernet switch.

· Implemented full-duplex, half-duplex and auto negotiation feature in QCA AR8031 PHY device as per IEEE 802.3 standard.

· Implemented Virtual LAN (IEEE 802.1Q) and L2-L3 QOS (IEEE 802.1P) module via QCA8337N switch HAL for various VLAN and QOS related configuration from operator.

· Routing functionality for Semtech Top Sync ACS9522 device generated Sync plane traffic.

· SNAT and DNAT functionality for S plane traffic.  

· Developed IPTABLES interface layer for installing net filter rules in kernel .

· Design of ACL (Access Control List) on QCA 8337N switch for firewall functionality.

· Requirement analysis, feasibility study, architect, implement various features. 

· Responsible for defining interfaces across modules.

· Technical trainings on routing, switching, LAN, VLAN networking, memory management.

· Part of technical team which analyses and provide solutions for integrating new modules with existing framework.

· Debugging complex issues, optimization.

· Involved in writing different modules in c/c++ on  Linux platform.
-

Project #6
:  Evolution of ETME/A (Packet Gateway Unit in BSC) on Octeon II CN6880:
· Employer
:
ARICENT GROUP
· Client
:
Nokia-Siemens Networks
· Team Size
:
05
· Role 

:
Team member
Project Duration:  Nov 2011 to Oct 2012

· Description
:  
ETME/A is a packet gateway Unit in BSC. This unit segregates the PS and CS data that is coming on Abis interface. PS data goes to PCUM unit while CS data goes to TRAU unit.

In Release 1, ETME Unit is porting on hardware CN5650 that having the 12 cores. With the hardware unit we can create the maximum 8000 calls and connect maximum 11 PCUM Unit.

So to reduce the hardware cost and increase the throughput we port the same software on Cavium Octeon II 6880. These processor having 32 cores and with these hardware we can create 20000 calls and connect maximum 27 PCUM. 

· Contribution
: 
Design, coding, testing and integration on Target Boards.
· Role:

1. PS/CS IP Packet manipulating and forwarding.  
2. Worked on establishing of Packet Switched connections with PCU and PS data handling between multiple BCFs and multiple PCUs
3. Worked on overload Protection in signaling and data paths of ETP.
4. Worked on resolving performance issues while loading with max capacity of signaling and data paths. 
Project #7:     mcETPC (Packet Gateway Unit in MultiController TransCoder) 
· Employer
:
ARICENT GROUP
· Client
:
Nokia-Siemens Networks
· Team Size
:
05
· Role 

:
Team member
Project Duration: April 2010 to Oct 2012

· Description
:  
mcTC is a new product in GSM BSS that provides a generic HW architecture that it is easily integrable with network elements of various technologies like Multicontroller BSC and Multicontroller RNC. It aims to increase the flexibility and versatility while protecting operator investment. 
Packet Abis/Ater and A-interface over IP features require an Exchange Terminal for Packet transport (ETP) plug-in unit to mcTC. mcETPC routes the UDP/IP Packet Abis CS U-Plane data between BCF and Media Gateway (MGW). It is also responsible for the complete handling of the M and C-Plane signalling of mcTC.
mcETPC Platform Software provides a framework that abstracts out the common functionality and facilitates modular design of the mcETPC Application Software that runs on Cavium Octeon MultiController processer with 12-cores. The Management core runs the operating system and O&M functionality, handles ETPSIG messages from BSC and manages the other 11 fast path cores. These cores handle uplink and downlink U-plane traffic.
Management Core functionality:
· The CS Call State Machine to handle call processing messages from the signalling units of BSC (BCSU) and mcTC (MCU).
· Resource Management for CS Calls.
· Intra BSS Handover at mcTC with Bicasting.
· Local Switching feature in mcETPC.
· BSCU Restart procedure.
  FAST PATH Cores functionality:
· NSN proprietary interface FLIP (Flow Layer Interface Protocol) between mcETPC and TCU.
· Termination of AoIP and Packet Ater IP Packets and setting of required IP and UDP port addresses on call by call basis
· Downlink Tunneling Mechanism for Packets
· Timestamp and Sequence Generation for Header as well as Maintenance of  counters for debugging purpose
· Contribution
:
Design, coding, testing and integration on Target Boards.
· Role
:
1. Involved in the High level Design of mcETPC Application SW which included designing the Circuit Switched Call State Machine and the modularization of functionalities for UL and DL data flow on the SE (Simple Executive) cores.
2. Creation of the Low level Design of mcETPC Application SW which included the detailed design.
3. Developed the Call Handler and Handover Modules which involved implementation of the above mentioned Management Core features in C language. Also assisted in the development of the Data Handler on SE cores.
4. Creation of the Unit Test Plan along with Unit Test Plan execution using GDB. 
5. Involved in the SubSystem Integration Testing for both Management and Data cores of mcETPC. Handled the first ever System Integration of mcETPC with network elements ETME and ETMA in mcBSC. Involved in Load Testing, Profiling and Optimization Activities.
Involved in designing, developing and testing the following features in mcETPC:
· High Speed Circuit Switched Data (HSCSD)
· Master Control Unit Restart Procedure
· Intra-BSC Handover with Bicasting 
· Packet Abis for Installed Legacy Base Stations (PA4IB)
Project #8:      mcETPC Debug tools : 
Project Duration: April 2010 to Oct 2012

mcTC is a new product in GSM BSS that provides a generic HW architecture that it is easily integrable with network elements of various technologies like Multicontroller BSC and Multicontroller RNC. It aims to increase the flexibility and versatility while protecting operator investment.
In Real scenario, it is hard to enable logs because logs can increase the system load and due to that our system can got overloaded.
So to avoid this scenario, we write the Perl script for all interfaces that will gives us the managerial picture about the system. So that we can find out the problem without enabling the logs.
Responsibilities/Contribution:
Developed and testing of various tools for following interface: 
ETPSIGC: To analyze ETPSIGC C-Plane Interface between mcETPC and BCXU (BSC Signaling) Unit.
TCUSIGC: To analyze TCUSIGC M & C-Plane interfaces between Transcoder and mcETPC.

· Got Team Award for the  Project at Aricent in 2014 
· Got Team Award for the  Project at Aricent in 2012 
· Got Team Award for the  Project at Aricent in 2010
· Won 1st Runner Up award in Technical Project during Training at Aricent.

	Year
	Duration
	Company/Institute
	Project/Technology

	2008
	3 Months
	HP Education Services
	C, C++, Core JAVA, Unix 

	2009
	4 Months 
	HP Education Services
	J2EE



	Name:
	Arvinder Singh

	Fathers Name:
	S. Jasvinder Singh

	Date of Birth:
	12th Sept 1986

	Languages Known:                            
	English, Hindi

	Marital Status
	Married

	VISA
	USA(B1/B2) valid till 2025, USA(L1B) valid till 2019
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