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							Email       : dbreddy.all@gmail.com
   Data Scientist / Machine Learning Engineer                    	LinkedIn  : https://www.linkedin.com/in/bharathreddydasari
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____________________________________________________________________________________________________________

               Seeking assignments in Data Science , Machine learning and  Deep learning field  in growth oriented organization
____________________________________________________________________________________________________________

Professional summary : 
· A competent Data science professional having 2.5 years of hands-on technical experience in Data science, machine learning, Deep learning and NLP skills with python 
· Strong foundation in descriptive statistics, prediction analytics, probability techniques, numerical methods and machine learning algorithms like linear, logistic regression, decision trees, random forest, neural networks, recommendation engine, support vector machine, Bayesian, ensemble and adaboost techniques 
· Having sound knowledge in over fit, under fit of models, evaluation metrics of regression, classification, clustering, variance bias tradeoff, loss function, toolkits like sklearn, NLTK, Tensor flow 
· Worked with third party tools to extract data from social networks, make data clusters and derive business insight from them and built recommendation engine in windows, Ubuntu, Linux environments and alone deployed the python models into ITG, Production servers performed unit testing on developed models and fixed issues with regarding model, accuracy of model as well by using boosting, bagging techniques  
· Expertise in working on Agile software methodology and involved in daily standup meetings for sprint planning & review 
Professional Experience: 
Currently working as Data Scientist / Machine learning Engineer (Associate Consultant) – Insights & Data Global practice with Capgemini India Pvt. Ltd from March 2016 to till date 
Technical Skills: 
	Languages
	Python 

	Data Science/ML/DL
	Sklearn , Tensor Flow , NLTK, PyTorch , Keras , Pandas , Numpy , matplotlib, textract 

	Big Data 
	Spark , Hive 

	Cloud(AWS) 
	EMR , S3 , SNS , Ec2 , Sage Maker , Lambda , Kinesis 

	Database
	SQL Server  , MySQL 

	Operating Systems 
	Windows , Ubuntu 16.04 , Linux Red hat & Kali 2017.3



Projects Handled: 

Project 1: August 2016 to May 2017 
	Client 
	Capgemini Internal project 

	Project Name 
	Group_IT_SalesTeam

	Description 
	We built context sensitive search engine , including article recommendation engine for sales team which will take natural language query and returns a list of project references ,sorted by predicated relevance 

	Role 
	Junior Data Scientist 

	Environment 
	Pycharm , Anaconda , Linux Red Hat server , GitHub , Winscp 

	Responsibilities 
	1.settingup the executable environment in local & server ,created cronjobs to python scripts 

	
	2.Written python script to convert .ppt to .pptx and extracting pptx content to xml , xml to text file using python-pptx & textract 

	
	3.Created data frame from extracted unstructured text data , pickled it  and used in solution building  

	
	4.Built an model using NLTK pos tagging , chunking ,TFIDF , Cosine similarity , text tokenization, removed punctuation , stop words, stemming, lemmatization

	
	5.Deployed the model in Linux Red Hat server , tested with set of queries and fixed issues 


Project 2: June 2017 to December 2017 	
	Client 
	GameStop 

	Project Name 
	TechBrands Data Insights 

	Description 
	GameStop is retail client , in this project we given insights to CPRDT on tech brand data by accessing their data lake , created a model which separates customers based on their details , KPI , sales details using big data , data science and machine learning technologies with cloud – AWS support 

	Role 
	Machine Learning Engineer  

	Environment 
	AWS ( EMR , S3, Lambda , SNS , sage maker) ,continuum pyspark IDE , GitHub   

	Responsibilities 
	1.Reading the input csv files from s3 buckets ,written the pyspark code to convert raw flat files in raw pool buckets to parquet format in discovery pool , applied spark RDD operations like transformations and   actions using EMR and stored the transformed data in refined pool buckets 

	
	2.written exception handling logic to pyspark code for type of file check, null column check, date format pattern matching etc. and created Simple notification service to send email notifications for the failure events in S3 buckets on creation of  new events for particular token created 

	
	3.Identified the datasets like store , employee , etc. which are going to use in model building ,cleaned all the data having NULL columns , detected outliers using plotting techniques ,percentile methods 

	
	4.Fitted the model using scikit learn regression techniques by understanding the spread of data 

	
	5.Responsible for checking the performance of model by using metrics and increased the accuracy by using feature preprocessing and ensemble methods 

	
	6. used neural networks and hyper parameters with keras and tensor flow , changed the learning rate every time to get better accuracy 

	
	7.Given classification report , to Business team for better understanding of customer behavior  



Project 3: January 2018 to June 2018 
	Client 
	HPI  

	Project Name 
	Net Promoter Score – HP_MSA 

	Description 
	[bookmark: _GoBack]NPS is used for to check customer loyalty, predicted the retention rate, and recommended the items to customers based on segmentation of their sales data and scores. so for that we developed segmentation model and recommendation engine  from NPS campaign php & python engine 

	Role 
	Python Developer – Machine learning  

	Environment 
	Pycharm , Anaconda4 , putty , MySQL , MSSQL, GitHub , Winscp,Teamforge, HPIT cloud service  , PHP

	Responsibilities 
	1.Installed Pycharm , Anaconda , required packages for python NPS engine and deployed in Linux red hat server , inserting the campaign data from PHP webpage and connecting to MSSQl server , importing files as csv files 

	
	2.Owner of the python scripts , added smtplib functionality to both HP , CG emails and scheduled at customer prescribed timing , populating data into database for all engine parameters like pending emails, campaign creation, dashboard report, check new responses

	
	3.Written python script to automatically read and create data frames with selected columns on weekly basis, created two clusters one for RFM, other for score of promoters and detractors using k means data clustering technique 

	
	4. Developed recommendation engine for the clustered data and deployed the model in Linux server 

	
	5.Changed the connection string , response external database to MySQL and classified the responses before recommendation and post recommendation and understood the features which really effect customer satisfaction using logistic regression and given promoters , detractors classification to business Development teams , reduced their retention rate by 8 percent 



Certifications: 
                            Machine Learning Engineer - NPTEL 
	             Data Science – Python – Capgemini_Icompass
Education:          Bachelor of Technology (E.C.E) from JNTU – ATP (2011 – 2015)	
	
	




                  





	



						
									



