	Gopi Krishnan J
Email: jgkgopikrishnan@yahoo.com
Phone: 9035985675
Preferred Location: Bangalore, Chennai



Objective
Young, energetic and result-oriented 3+ Years of experience in Data Science/Machine Learning and 5+ Years of Experience Software Automation Testing. Recommends resolutions to complex matters of significance and coordinate the implementation of the approved course of action





Knowledge

· Proficient in machine learning various types of Algorithms. [Regression, Classifier and Clustering] 
· Good knowledge different types of machine Learning Algorithms (Supervised and Unsupervised) 
· Insightful knowledge of Machine Learning & Deep Learning
· Have relevant experience in statistical modelling and worked on Predictive modelling, Forecasting, Linear regression, Logistic Regression, Decision tree, Clustering, Market basket analysis & Time series Analysis
· Worked Hands on Experience in Python Using Spyder and PyCharm.
· Experienced in Creating Models and improving Existing Machine Learning Model.
· Experience in select best models for the data sets.
· Basic knowledge in BI tools like Tableau and Power BI
· Analyzed and processed complex data sets using advanced querying, visualization and analytics tools.
· Well-versed with all stages of Software Development Life Cycle (SDLC) and Software Testing Life Cycle (STLC).
· Handle the tasks of identifying defects and perform root cause analysis by analyzing data quality issues.
· Expertise in analyzing the results, reporting, Suggestions and raising defects. 
· Very Good Experience in Excel and Macro.

Skills


Language: Python
NumPy, SciPy, Scikit-learn, Pandas, Matplot
Scripting Languages: VBScript, HTML, VBA, CSS
Operating Systems: Windows, Windows Server.
Test Management Tool: HP Quality Center, JIRA.
Tools & Utilities: MS Office, VBA – Macro, Tableau.
Databases:  Oracle, SyBase, MS SQL
Other: POC, Test Planning and Estimation, Agile Testing Methodology
Automation Tool - HP UFT 14













Experience

Wells Fargo India Solutions, Bangalore 
(NOV 2013 – Present) Analyst

HCL Technologies: Chennai,
Bangalore (JAN 2011 – OCT 2013) 
Software Engineer







Education


BE Computer Science and Engineering | APR 2006 - MAY 2010 | from PSNA College of Engg & Tech, Anna University, Chennai








Project Title	:       Customer Churn in Banking
Language	:       Python
Description	:         The objective is to identify Customer Churn (customers having high probability of discontinuing from the service) now or in the future based on existing data. It also involves understanding the factors that drives them to their decisions so proper remedial measures can be done to retain such customers.
Responsibilities: 
· The model was built to predict customers who have are more likely to churn out
· Transformed continuous variable using custom logic into meaningful factor variable will improve the model performance and help understand the insights of the data
· Performed univariate and bivariate analysis to understand the distribution of the variable and find out significant variable for further analysis
· Performed Logistic Regression Analysis
· Validated the model using various test like Multicollinearity and ROC Curve.

Project Title 	:        Credit Card Preference Analysis
Language	:        Python
Description    :       A survey was done to study the consumer’s preference towards credit card buying. We have questionnaire pointing out credit card preference based on ratings ranging from 1 (Strong Disagree) to 7 (Strongly Agree) which would provide the information on consumer preference towards credit card.
Responsibilities: -
· Used Cluster Analysis where made used of K-Means Cluster Analysis
· Using Elbow curve found out k value & record is grouping to which cluster group
· Did Profiling using descriptive statistics to categorize the consumer’s based on their preferences
· Performed grouping of identified variables having same similar near data range & splitting data into training/testing using Stratified random sampling

Project Title 	:       Stocks Investor Churn Analysis
Language	:       Python
Description    :       Our model helps to predict stocks investor churn for the next quarter based on past transaction behavior of investors.
Algorithms Used: Logistic Regression, Decision Tree
Responsibilities: -
· Exploratory data analysis of historical transactions data
· Identifying key insights/ patterns in the data
· Data Preparation - derived new features (churn & investor behavior variables) from the historical transaction data
· Predictive modeling (Logistic Regression) to predict the investor churn for next quarter




Project Title 	:       Health Insurance Fraud Analytics
Language	:       Python
Description    :       Health Insurance is a $2.7 trillion industry in the U.S. alone, and it is estimated that one-third is lost due to different forms of waste, fraud, and abuse. They want to eliminate significant fraud in the administration of healthcare insurance claims. The goal is to identify the fraudulent claims using predictive modeling.
[bookmark: _GoBack]Algorithms Used: Random Forest, SVC, Decision Trees
Responsibilities 
· Understanding raw data (demographic details and claim level data)
· Data pre-processing and cleaning (missing values and outlier analysis)
· Data Preparation/Feature engineering - deriving flag variables from business rules
· Dealing with the imbalanced data (Oversampling)
· Predictive modeling - Random Forest
· Variable Importance
· Model evaluation - Confusion matrix and ROC Curve

Project Title 	:       Credit Card Rewards Points Utilization Metric
Language	:       Python
Description    :       This was a very comprehensive project, which aimed at evaluating the rewards points’ utilization by vintage. We wanted to the size the redeemed points which were utilized in the next eight and half months from issuance year. This project was done to estimate the Tax to be paid to the IRS team basis the point’s usage/expiration.
Algorithms Used: Decision Tress, Random Forest
Responsibilities 
· Understanding raw data (demographic details and claim level data)
· Data pre-processing and cleaning (missing values and outlier analysis)
· Predictive modeling - Random Forest
· Variable Importance
· Model evaluation - Confusion matrix and ROC Curve


Personal Details 
[bookmark: Text194]Date of Birth:			10th May, 1989
Nationality:			Indian
[bookmark: Text195]Languages Known: 		English, Tamil and Kannada.




Date:	                                                                                                                                          			 Signature
Place: Bangalore                                                                                                			                         (Gopi Krishnan J)
