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Summary: 
· Having 11+ years of experience in Deep Learning, Machine Learning, Python, TensorFlow, SciKit-Learn, NLTK, Word Embeddings, OpenCV, Spark, Scala, AngularJS, C#, MVC and PL/SQL.
· Knowledge in Digital Signal Processing (Multirate Systems & Adaptive Filters).
· Patent US 9690867 - Page route sorting using DSP techniques.
· Hands-on experience in Deep Learning models CNN, NLP, RBM, DNN, Machine Learning models Logistic Regression, SVM, K-Means, DBSCAN, Hierarchical Agglomerative clustering.

Experience:
1. AntWorks Pte. Ltd., Chennai.
Data Scientist, (Feb., 2018 – till date)
2. Verizon Data Services India Pvt. Ltd., Chennai.
Architect – System Development, (July, 2006 – Dec., 2017)
3. ACS India Pvt. Ltd., ITPL, Bangalore.
Software Engineer, (Nov., 2004 – July, 2006)

Technical Skills:
Deep Learning, Machine Learning: Python, TensorFlow, SciKit-Learn, Convolutional Neural Network, Natural Language Processing (NLTK), Restricted Boltzmann Machine, Deep Neural Network, Logistic Regression, SVM, K-Means, DBSCAN, Hierarchical Agglomerative clustering, Word Embeddings.
Others: OpenCV, AngularJS 1.x, C#, MVC, Scala, Spark, MS SQL Server (PL/SQL)

Education:
MASTER OF COMPUTER APPLICATION - (2003-2005) - 71%
University of Madras.
BACHELOR OF COMPUTER APPLICATION – (1999-2002) - 70%
Sri Sankara Arts and Science College, Kanchipuram, University of Madras.
Projects:
Employer: AntWorks Pte. Ltd., Chennai. Role: Data Scientist
Technology: (Machine Learning, Deep Learning, NLP (NLTK), TensorFlow, SciKit-Learn, CNN)
1) Image Document Clustering (Unsupervised Image Clustering) using OCR, NLTK, TFIDF, Entropy and DBSCAN clustering. Image documents are converted to text documents through OCR. After preprocessing steps like stop words removal and n-grams tokens creation, Text documents are converted into TFIDF vector for top tokens. DBSCAN algorithm is applied over TFIDF vector for documents clustering. Each cluster’s purity is identified by sum of its IDF weighed Entropy of each TFIDF feature column. Grid search is used to identify optimum DBSCAN’s epsilon and min_samples parameters.
2) Hand Written Character Recognition (Image Classification) using CNN. A custom designed Convolutional Neural Network architecture with 2D-MaxPooling, LeakyReLU, DropOut operations to predict hand written Alpha Numeric characters present in bank application forms.
3) Image Document Classification - Google Inception v3 pre-trained model is used to learn abstract features of input images. Through transfer learning, bottle neck layer is connected to a hidden layer and to a SoftMax layer. The model is trained using SoftMax Cross Entropy with Logits and Adam Optimization methods.

Employer: Verizon Data Services India Pvt. Ltd., Chennai. Role: Architect
Technology: (Deep Learning) Restricted Boltzmann Machine, Deep Neural Network, TensorFlow, (Machine Learning) Logistic Regression, K-Means, Hierarchical Agglomerative clustering, Elbow cluster optimization, SciKit-Learn, Pandas, Python, Apache Spark, R.
1) Recommendation System: A Recommendation system to predict customer’s Order preference for NewConnect Repeated Visit customers. Order Preference includes Bundle Types, Services, Fiber Internet, TV, Voice Product flavors and Contract Types. Inputs (X) are customer’s Ordering web application’s previous visit data and customer’s qualification and other information. Training data includes only Order placed customer details.
Implementation: Two RBM (Restricted Boltzmann Machine) models are used to pre-train both input(X) & output (y) separately to extract abstract features (Hidden Layer values). RBM algorithm is customized to handle both real and categorical (binary) inputs together. Hidden layer is sampled with Gaussian process instead of Bernoulli process to handle real value data.
A DFF (Deep Feed Forward) model is pre-trained with input & output as Hidden layer values of above input & output RBMs. After pre-training above RBMs & DFF models for better accuracy, input & output RBM’s Hidden layers are fused together by keeping DFF model in the middle and fine tuned as a single DFF model. Dropout layers are used to avoid over fitting.
Spark is used to retrieve and pre-process data from Hive table. Each customer visit has multiple click events on various bundles, services, products & contracts. Customers can have multiple visits. Each customer’s entire visit data is consolidated into a single row indexed by Service Address Id. R is used for Label & One Hot Encoding and data munging.
2) Recommendation System: A Recommendation system to predict customer’s Order preference for NewConnect Repeated Visit customers. Order Preference includes Bundle Types, Services, Fiber Internet, TV, Voice Product flavors and Contract Types. Inputs (X) are customer’s Ordering web application’s previous visit data and customer’s qualification and other information. Training data includes both Order placed and not placed customer details.
Implementation: Logistic Regression with input (X) as customer’s previous visit data and customer’s qualification and other information and output (y) as Ordered Y/N is used to predict Order Y/N probability.
K-Means clustering with input as customer’s previous visit data is used to cluster customers by their Order intention. Hierarchical Agglomerative clustering with input as K-Means centroids is used to arrive better cluster customer grouping.
Test customer’s Euclidean distance from predicted cum arrived (K-Means through Hierarchical clustering) cluster’s training customer data and Order probability of the same training customer data are used to arrive the test customer’s Order preference. Order Preference = Order Probability / Euclidean distance.
Euclidean distance with L2 normalization (by Observation/Row) is used to calculate distance as Cosine similarity option is not available in SciKit-Learn K-Means clustering. Customer’s previous visit data are ranked based on visit date time and multiplied by rank’s inverse and summed up, so that latest visit data has higher importance and the importance gradually decreases to first visit data.







Non Machine Learning Projects:
Employer: Verizon Data Services India Pvt. Ltd., Chennai. Role: Architect
Technology: AngularJS 1.x, C#, REST API
1) Verizon’s online Ordering portal for Existing customers to place upgrade & change Orders.
A complete fresh architecture for accordion style single page web application implementing all John Papa Angular Style Guide. Seamlessly fast client-side bundle upgrade & downgrade and differential price calculation using binary number system. Stack of encapsulated AngularJS Services to handle business, functionalities, logs, utilities, etc. Base Controller & Service to abstract common functionalities with view model & data model design. Custom event registration and broadcasting implementation instead of $scope functionalities. C# & REST API is used to implement middle tier business functionalities.
2) vz-matrix: A dynamic web component framework using AngularJS 1.x Custom Directives through which web pages can be customized dynamically to any level in real time. Code through Configuration architecture where web page’s behavior, style etc. are stored in JSON configuration. Each dynamic web component’s html, script files, CSS files, AngularJS controller and data are loaded on demand. Web API request & response, hierarchical client-side validation are also handled through JSON configuration.


Date of Birth: 12th November 1981
Communication Address:
No: 33/16, 2nd Floor, Karpaga Vinayagar Koil street, Alandur, Chennai, Tamil Nadu. Pin code - 600016.
4

