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Summary 
· Overall 5+ years’ experience in Project development, Data analytics and Business analysis 
· Good exposure to domains like Banking & HR.
· Research, interpret, and visualize raw data using predictive, prescriptive and descriptive analysis to make it useful and accessible for business users.
· 2+ years’ experience in Data science, providing insights and necessary recommendations.
· Building prediction models to predict the business objectives there by assessing the risk of not meeting the business goals. 
· [bookmark: _GoBack]Good exposure and knowledge on Supervised learning (Linear Regression, Logistics Regression, Decision Tree, Random Forest and other Ensemble techniques like Bagging, Gradient Boosting etc), Unsupervised learning (K-means clustering, SVM), Machine learning, Predictive modeling, Clustering techniques, Regression techniques, Text mining and Natural language processing (NLP).
· Statistical programming using R & Python. Data Visualization using GGplot, Matplotlib, Seaborn.
· 3+ years’ experience in Web Applications development with Microsoft Technologies
· Good Exposure and knowledge on MVC6 & Entity Framework.
· Hands on experience in ASP.Net, C#.Net and MS SQLServer.
Work Experience 
· Working with Capgemini India Pvt Ltd, Hyderabad from Sep’ 15 to Present.
· Worked with MobileOne Infocom Pvt Ltd (An Advent Global Company), Hyderabad from June’11 to December’13.
Education 
M.C.A| 2010 | J.K.C COLLEGE AFFILIATED TO NAGARJUNA UNIVERSITY GUNTUR
Major: COMPUTER SCIENCE ENGINEERING 

Skills
· Languages: R, Python, C#.Net 
· STATISTICAL ANALYSIS 
· Data Preparation:  Data Collection & Pre-Processing ,Exploratory Analysis 
· Type of Models: Supervised Learning , Unsupervised Learning 
·  Model Evaluation: KS Test ,Area under Curve, Confusion Matrix 
· MACHINE LEARNING 
Regression, Classification, Clustering , Time Series 
· Tree based Models: Decision Tree, Bagging & Boosting, Random Forest, SVM (Support Vector Machine), KNN, Recommendations, Text Mining and NLP
· Tools: R, Jupyter Notebook, Visual Studio 
· Data Visualization: GGplot, Matplotlib, Seaborn
· Database: SQL 
· Operating System: Windows

Areas of Interest
· Data Scientist / Data Analyst
· Web Application with Microsoft Technologies
Projects 
dATA aNALYST | HR-PREDICTIVE ANALYTICS 
· The Project serves to Employee Attrition using HR Data & Aggregation of management data.
· Based on the business perspective we are trying to build various HR predictive models with the help of HR team.
Responsibilities
· Understand the business problem, defining, executing and delivering the analytical solution to the business problems 
· Collect data and analyse the nature of data and how it relates to the problem at hand 
· Perform statistical analysis of large data sets to better understand trends and relationships between variables to inform predictive insights.
· Machine learning algorithms (Logistic regression, Decision Trees, Random Forest etc.,) and built predictive models and performed evaluation using confusion matrix and various other procedures.

dATA aNALYST | radar
· A risk profiling tool which helps the Insurance Organizations predict the amount of risk involved more accurately, so they can take an informed decision while pricing a premium. 
· Machine learning model trained with real data which can help Maritime Organizations in Vessel Routing, thereby increasing Safety in Maritime Industry. 
Responsibilities
· Understand the business problem, defining, executing and delivering the analytical solution to the business problems 
· Collect data and analyse the nature of data and how it relates to the problem at hand 
· Perform statistical analysis of large data sets to better understand trends and relationships between variables to inform predictive insights
· Perform exploratory data analysis, interpret and present results and insights derived from the analysis
· Building a predictive model. Applying Machine learning / Data mining techniques to solve key problems 
· Communicate analysis and follow up with client for any modification and feedback. Ensure delivery is smooth and error free

dATA aNALYST | Debt analysis using credit score data – Banking and Financial sector 
· Predicting the defaulters by building a model using Random Forest
 Responsibilities
· Loading the data into R and doing initial level of data analysis using excel and R
· Exploratory data analysis by plotting graphs including boxplot, histograms, scatter plot etc. and understanding the pattern of the data visually using ggplot2
· Identifying the variables with outliers and missing values and doing data sanitization by treating missing values and outliers using boxplot, KNN method, impute 
· Creating dummy variables for Categorical variables and binning for continuous variables
· Identifying the least significant variables and the multi-collinearity among the variables using p-value and VIF methods and drop those variables
· Divide the data into training and test data and building model on training data using logistic regression, random forest, decision trees and selecting best model
· Identifying the high impact variables using z-score and building alternate models by including the high impacting variables in binomial form
Identifying the final model using accuracy, sensitivity/specificity and using the final model for prediction.
dATA aNALYST | Debt Collection Strategy Model By using Logistic Regression
· The project is based on the collecting debt amount, accounts who is having more chance to pay, finding out their probabilities by using logistic regression, handing of the 1millioncustomers data for this project.          
Responsibilities
· importing  data and check variable name and it’s description
·  Data sanitization, Missing value Treatment, outlier treatment finally data.
· Creating Dummy variable creation for Categorical variables, and done the Binning variable creation for Continuous  variables
· Done the variable reduction techniques for drop the in significant variables (multicolinarity and variable clustering Techniques)
· Divide the data for training and validation  
· Built a logistic Regression and Check the C value for finding out the fitness of the model
· Validate the data by using the parameter estimate like test KS-test statistic and lift Curve and finally assigned scores with respect of the highest probabilities.
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