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	Professional Summary
	


· 7 + years of Machine Learning/Data science experience with a proven track record of developing and implementing large scale algorithms that have significantly impacted business revenue and user experience. 4+ years of experience in python, SQL, Java, Oracle Fusion middleware, Web services.
· Experience in developing Computer Vision / Image processing, segmentation of face, body, object or abnormality.

· Experience in A/B Testing, Optimization technics ( Ada Boosting, GD and SGD), Ensemble Methods(Bagging , Stacking , Majority Voting, Bootstrapping aggregation )  
· Experience in RPA for Automation Anywhere, NICE 

· Experience with frameworks and libraries such as: Pytorch, Keras, TensorFlow,OpenCV,  scikit-learn, xgboost, pandas, Spark, matplotlib, flask, Docker .

· Natural Language Processing in python (NLP,NLTK, ngrams, pos-tagging, word2vec,genism,Topic Modelling with NMF and LDA, TF-IDF and Cosine Similarity)

· Good understanding of Deep Learning Concepts like Back propagation, Optimization functions, activation Units

· Mathematical background with following fields: Machine Learning, Deep Learning, Information Retrieval, Image Recognition.
· Predictive Analytics, Churn Prediction, Recommender System.

	
	EDUCATION
	

	Master of Computer Applications – Computer Science, VIT University, India
	May 2011


	Bachelor of Science – Mathematics and Physics , Andhra University ,India
	May 2007

	
	

	
	


SKILLS

Programming Languages: Python, Java.
Machine Learning Models: Linear and Logistic Regression, SVM, Decision Tree, Random Forest, KNN, Clustering algorithms

Natural Language Processing (NLP): NLTK, ngrams, pos-tagging, word2vec, genism, Topic Modelling with NMF and LDA, TF-IDF and Cosine Similarity.

Distributes System: Spark MLlib, Apache Spark , Hadoop.

Deep Learning: Tensorflow, Keras, CNN, MLP,

Computer Vision: OpenCv, OCR
RPA(Robotic Process Automation): Automation Anywhere, NICE

Databases: SQL

Data Visualization: Tableau, Python (matplotlib, seaborn, plotly)


WORK EXPERIENCE

Capgemini India Pvt Ltd | Data Scientist, Bangalore
Mar 2017 – Current

Project: Image Classification for Pipeline Defects 

Business Challenge:

· Defects in pipelines can cause environmental catastrophes and loss of resources 
· Pipeline inspection robots travel through the pipeline, recording sensor data that is used to identify potential defects
· The sensors produce huge amounts of data that need to be processed and stored online.
· Analyzing the images requires special training and is very time intensive. Senior Analysts need several years of experience.

Solution:

· Deep Learning Image classification model that can automatically detect defects in an given image 
· Deep Learning Model was created using Python , Tensorflow , Keras and OpenCV
· Experts perform more detailed reviews where the model is not confident. 

Benefits:
· Over 99.5% defect detection accuracy while maintaining over 60% accuracy for non-defects.
· Better predict product and also lifecycle with 85% accuracy
· Mean Cross Validated accuracy achieved: 70% (Highest amongst other classifiers)
· Testing is tolerant of environment changes due to focus on relevant aspects
Technologies:
Python, Conventional Neural Networks(CNN), Tensorflow,  Keras, OpenCV, Scikit-image 
Project: Automatic ticket categorization for IKEA IT 

Business Challenge:

· IKEA IT has huge number of portfolio of products which are supported by internally/ by vendors. 

· They usually receives hundreds of tickets against faced are reported each day and these tickets are then manually categorized by support personnel. 

· IKEA want to automate the process of ticket categorization to help reduce the downtime and improve ticket resolution time.


Solution:

· SVD (Singular value decomposition) reduces large number of textual “features “into smaller number while preserving information conveyed
· The Statistical algorithm (SVM) is trained on these patterns to make service/resolution code recommendations

· Data pre-processing, ML problem formulation as per the business requirements

· Feedback mechanism is implemented in order to improve accuracy.
Benefits:

· Automation of incident categorization 
· Quick resolution to clients– Improved service quality, Enhanced response & remediation times, Decreased mean time to recover,Increased mean time to failure.
· Estimates : 35% Savings for the same activity with better SLA
· 83% classification accuracy on a training data set of 100000 incidents summary.
· More than 40% of the time saving for routing the incidents across the team
· Reduction in cost incurred due to longer downtime

· Higher efficiency achieved 

Technologies:

Python, EDA ( numpy, pandas, matplotlib), ML toolkit_sklearn, NLTK, genism_Word2Vec,TF-IDF,BOW, RPA tool(NICE), REST  API, Algorithm (SVD, SVM)

CGI India Pvt Ltd | Senior Software Engineer, Bangalore
Oct 2015 – Jan 2017

Project: Efteruddannelse , Denmark 

Business Challenge:

· To help solve the ongoing problem of student retention, new expected performance-prediction techniques are needed to facilitate degree planning and determine who might be at risk of failing or dropping a class
· Personalized multi-regression and matrix factorization approaches based on recommender systems, initially developed for e-commerce applications, accurately forecast students’ grades in future courses as well as on in-class assessments.

Solution:

· Predicting Student Performance Using Personalized Analytics
· Personalized multiregression and matrix factorization approaches based on recommender systems.

· Accurately forecast students’ grades in future courses as well as on in-class assessments.
· Course-specific regression (CSpR),which predicts the grade that a student will achieve in a specific course as a sparse linear combination
Benefits:

· CSpR outperforms the other methods for most courses, achieving an RMSE of 0.632
· Using 10 regression models and all three sets of features, the RMSE falls to 0.145.
· This project supported by National Science Foundation Big Data grant nos. 1447489 and 1447788.

· Visual analysis of accuracy to help take corrective actions

· Higher efficiency achieved 
Technologies:
Machine learning regression models , Python , Recommender system( MF),Hadoop, Spark, Spark MLlib, SQL, Tableau visualization, Predictive analytics, Docker container , Google Cloud

HCL Technologies | Software Engineer, Hyderabad
Dec 2013 – Mar 2015


Project: FedEx, USA 

Business Challenge:

· FedEx implemented the Oracle APPs for their Customer to Cash Process. 

· FedEx is encountering the performance issues due to the data growth and time consuming issues while Airway Bill level apply.

Solution:

· HCL proposed a SOA solution to control the data growth. 

· A custom solution to apply the payment at Airway Bill level. The custom solution is created in ADF and integrated with EBS.

· This UI supports agents to search Receipts, Invoices and AWBs and provides the utilities to apply payments at Line level.

Contribution:
· Involved in integration for ADF applications into with EBS and security context.

· Design and developed multiple fragments using ADF Rich Faces, Facets, JSF and HTML

· Implementing skins based on client requirement.

· Implemented  security using  ADF JAZN 

· Performed on Performance tuning.

Technologies:
 Oracle ADF, Java/J2EE, Webservices (proxy Datacontrols),SOUP UI, Springs IDE(STS), Oracle DB,JSF,Webcenter portal,SOA
IBM India | Associate System Engineer, Bangalore
Aug 2011 - Dec 2013

        Project: Shell Oil, UK 

Business Challenge:

· Shell has B2B customer relationship for across the their products and want to provide for those customers
· Shell has to main the data for those customer who are need to exchange fuel cards across the globe 
· As per the project initiative, they are go fraud detection against to validate the fuel card to not
· They need to store those card information in master data table and need to display the card as per the user request in ADF UI 

Solution:

· IBM has proposed  B2B service oriented architecture in order to communicate different systems  
· A custom solution to apply the payment at Airway Bill level. The custom solution is created in ADF and integrated with SOA.

· This UI supports agents to search Fuel cards, Invoices and transactions and provides the utilities to apply payments.

Contribution:

· Involved in integration for ADF applications into with SOA , SSL and Security context
· Developed ADF Model components (creation, configuration, and tuning of entity objects, view objects, application modules, bindings and data controls).
· Implemented MVC Architecture and Exception handling process.
· Designing ADF task flows, UI and Business components .

· Implemented Responsive UI using Angular JS
· Implemented  security using  ADF JAZN 

· Performed on Performance tuning.

Technologies:

Java JSP, JSF ,J2EE and ADF in JDeveloper, Oracle Webcenter and SQL DB, AngularJS,SOA

PERSONAL PROJECTS

Case Study Project: Redefining Cancer Treatment

Motivation: Kaggle Competition
Challenge here is to distinguish the Genetic mutations that contribute to Tumour growth(Cancer). Currently this interpretation of genetic mutations is being done manually. This is a very time-consuming task where a clinical pathologist must manually review and classify every single genetic mutation based on evidence from text-based clinical literature.

Data source:  https://www.kaggle.com/c/msk-redefining-cancer-treatment/
Tasks:

· Identifying the Real-World objectives and Constraints

· Formulating the Classification Problem

· Data Cleaning and Visualization

· Univariant analysis on all features 

· Develop methods/experiment to evaluate the performance of different ML classification models


Language: Python


GitHub Link: https://github.com/rameshaimlds/Redefining-Cancer-Treatment
Case study Project: Taxi demand prediction in NewYork City

Motivation & Data source:  http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml
Aim is to predict the no of taxis needed in next few minutes at any given location in New York City. This will help the Cab driver in finishing more trips (earning more money) by moving to a place where the demand is high at any given point of time.

Tasks:

· Identifying the Real-World objectives and Constraints

· Formulating the Regression Problem

· removing all outliers in data

· Clustering technique to divide the New York city into smaller regions

· Dask Data frames to deal with huge amount of data in main memory

· simple model using exponential weighed moving average

· different ML model comparisons


