

SAYANTAUN GHOSH
Mobile: +91 9830203992 (e-mail: sayantaun.ghosh@gmail.com
Principle Consultant (AI/ML) & Data Scientist
Total 17 years of experience out of that recent 5 years strong relevant experience in Applied AI, Deep Learning, Machine Learning & Predictive Analytics
Deep Learning Neural network Certified Professional (5 course certification deeplearning.ai at Coursera)  
1 Year IIMC Business Analytics (EPBA) Certified
FRM (GARP) Level 1
 Python( R( PySpark, Hive( Keras, Tensorflow( Azure ML( Tableau, Power-BI
Previous experience (12 years out of total 17 years) as DW-ETL-BI technical consultant & as delivery/project management/people management in various countries including India, Australia, Hong Kong, UK, Europe 
PROFESSIONAL PROFILE

· Expertise in predictive analytics, applied machine learning (ML), deep learning AI. 
· Strong business knowledge in Financial Risk Management domain. Passionate in applying AI in Finance domain 
· Sound knowledge in descriptive statistics and inferential statistics covering probability, probability distribution, Statistical Testing, hypothesis testing, differential calculus and Matrix Algebra.
· Strong experience in Applied AI, Deep Learning Neural Network architecture & related DL framework with a focus to Anomaly Detection, Forecasting, Text/NLP, Vision related tasks   
· Worked on Anomaly detection, recommender system & time series forecasting use case using deep neural network architecture
· Worked on skip-gram based Word2vec model, Pre-trained word vector (Glove) based sentiment classifier, RNN, GRU, LSTM for NLP/NLU/NLG tasks, Seq2Seq tasks or (attention based) encoder decider model architecture type 
· Worked on Convolutional Neural Net, ResNet architecture for visual recognition. Transfer Learning tasks from VGG & Inception, Objection detection (YOLOv2)
·  Used various Optimization techniques for deep learning algorithm – Gradient Descent, Stochastic mini-batch Gradient Descent, momentum, rmsprop, Adam etc. 
· Good understanding of Hyper-parameter tuning, regularization, dropout concepts, Xavier/He Initialization etc.
· Scaling Neural network using cloud platform. Familiarity of Tensorflow Estimator API – Wide & Deep Model etc.
· Significant 5 years of experience in applying Predictive Analytics, Machine Learning, Linear and Integer Optimization and Big Data methodologies on multiple data science problems as part of Cognizant Data Analytics (past) & Wipro Advanced Analytics,  ML& AI team (present)
· Strong R, Python and Base SAS/EG knowledge to be able to structure, organize, manipulate, validate and synthesize information from data located in multiple sources
· Strong experience in PD Modeling/Credit Risk, Fraud Modeling, Churn Modeling, Response modeling using Base SAS/EG.
· Supervised Learning: Worked on multiple analytics solutions based on Linear Regression methods including Ridge and Lasso. Used multiple Model selection algorithms, diagnostics and cross validation techniques

· Supervised Learning: Worked on multiple classification problems using various techniques – Logistics Regression, CART, Random Forest, Naïve Bayes, SVM, Gradient Boosting, XGBoost and various other Ensemble techniques

· Unsupervised Learning: Used K-means clustering for segmentation, SVD based PCA methods for dimension reductions, Anomaly detection model(univariate Gaussian) 
· Worked on S-ARIMAX modeling for Time Series model using R
· NLP/Text Mining: Sentiment analytics based on unigram, bi-gram, and tri-gram bag of words model using Python NLTK, R “TM” & “RTextTools” packages. LDA/LSA based Topic model using R & Python. Social Media Analytics, Text Clustering & visualization, Auto-Summarization, Machine Log File Analysis
· Visualization using R ggplot2 & Tableau. Expertise in Tableau & Power-BI Dash boarding and Story Telling. 
· Exposure to Google Cloud Platform/ML, IBM Watson & Azure Machine Learning Services & Studio-Model API integration

· Exposure to end to end ML application including industrialization
· Good Experience in Linear and Integer Optimization using Solver. 
· Worked on big data machine learning problem using Spark MLLib. Linear Regression, Logistics Regression, Alternate Least Square based Collaborative Filtering problem
· Proficient in HDFS,  Hive, Pig and Sqoop
· Expertise in RFI/RFP activities covering owning and delivering DWBI RFI, RFP, workshops for multiple BFS customers (US & Central Europe); Owning the DWBI response, solutions, effort estimation and commercial part completely, negotiating with account team on rate card, pricing & profitability, Deal Review with DWBI leadership. T&M or Fixed Bid Deals ranging from ~200 K to 2 M+ USD with [42% - 52%]+ profitability   
· Instrumental in delivering multiple proposals for JPMC. Additionally worked on proposals for Future Group, & AstraZeneca
· Delivering the AIM BFS Continental Europe RFI/RFPs for ING Bank Belgium, Raiffeisen Bank International, Austria
· Pre-sales Activities - Customer presentations on Cognizant’s AIM capabilities to JPMC etc.
· Single handedly managed ED/VP level customer visits for JPMC Private Bank
· Managed delivery, people and operations for some key DWBI Kolkata accounts [During 2010 to 2013]
· Merit of expanding the Cognizant Kolkata AIM operations of the following key BFS accounts from almost inception viz. JPMC (2010-11), First Data (2012). Team Headcount (Peak 2012) - 50+ offshore FTEs; Revenue (2012) ~ 3 M USD; Overall Profitability ~40%
· Managed Operation Clarity Optimize (LEAN) Initiatives in First Data(2012); Revenue & CP forecasting point of contact for Hartford account (DWBI INS) managing a yearly ~25M US$ revenue forecasting exercise with +/- 3% deviation during 2013
· Worked as Informatica & Business Objects Consultant [2000 to 2009]
· 3.5 years of onsite experience in The Netherlands, Hong Kong, Australia and UK as DW-BI Technical Consultant
AREAS OF EXPERTISE 
	Primary Capabilities
	Machine Learning, Statistical Modeling
	PD Models (Credit Risk),
Score card development
	Deep Learning Neural Network, Word2Vec/Glove,CNN, RNN/LSTM/GRU,GAN,  Tensorflow, Keras

	
	R, Python
	NLP/Text Analytics
	Azure ML, Tableau, Power-BI

	
	Linear & Integer Optimization
	Time Series Modeling, Anomaly Detection
	SQL, Hive

	
	
	
	

	Secondary Capabilities
	Hadoop, RL
	Google Cloud ML, Microsoft Cognitive Services
	Excel Simulation/Modeling



ORGANISATIONAL SCAN 

September 2017 – Till Date:  Wipro Technologies (Advanced analytics Lab)
February’ 2010 - March 2017: Cognizant (Data Analytics) 
Dec’ 2008 - Jan 2010: Steria (DWBI) 
February’ 2006 – June 2008: IBM (DW-BI)
Aug’ 2005 – Oct 2005: NCR-Teradata (DW-BI)
Jan’ 2000 - June 2005: TCS (DW-BI)
AI, ML & Advanced Analytics Representative Experiences –
Customer Projects/POCs; Internal Point of Value Development, Competency Offering Development
(Period – 2014 to Till Date)
* Advanced Analytics (AA): Data Scientist for Wipro Advanced Analytics, ML, AI Team (September 2017 to Till Date)
Current Responsibilities:  
1. Data Scientist & leading the offshore prototype team in the customer project [Large Life Science Customer]




2. Managing the AI app creation initiative for simple to medium cognitive use cases [Practice Contribution] 




3. Azure ML SPOC from AA practice
Working in Wipro Advanced Analytics Lab for a large Life Science/Medical Device manufacturer. Working in multiples use cases covering HR, Manufacturing, SCM, Technical Service etc. using Python, R, Hive, Azure Machine Learning, Tensorflow, Keras
Deep Learning Prototypes [Customer/Internal]:

· Anomaly detection using deep Neural Network architecture for device sensor data [Customer Prototype]
· Time Series Forecasting using LSTM [Customer Prototype]
· Trained a skip-gram word vector model. Pre-trained word vector (Glove) based sentiment classifier (Transfer Learning) [Customer Prototype]
· LSTM based sentence classifier [Customer Prototype]
· Language Modeling using LSTM [Customer Prototype On going]
· Image Classification using ConvNet & ResNet architecture [AI Mobile App for practice]
· Face verification and Face Recognition using transfer learning. Implemented Triplet Loss Face Net architecture [AI Mobile App for practice]
· Building a Neural Style Transfer Model by transfer learning from VGG Net [AI Mobile App for practice]
· Object detection algorithm building using YOLOv2 and Faster-RCNN [AI Mobile App for practice]
· Building a Emojifier using  a LSTM model from text [AI Mobile App for practice]
· Worked in some capacity on Trigger Word Detection using stacked GRU architecture (Speech)
· Working on building encoder-decoder with attention based translation problem
Other predictive Modeling, Machine Learning, Programming & Optimization related Customer Projects:

· Resource Demand-Capacity Management Tool backed by resource forecasting model & scenario modeling/prescriptive analytics
· Decision models using demand forecasting based on historical data, simulation and optimization modeling; what-if analysis; Descriptive/predictive and Prescriptive Analytics

· Scheduling Model using Integer Optimization/Heuristics – Labor scheduling/Resource Scheduling
· End to End Network extraction & visualization for Supply Chain Management Distribution Network
· Product demand Forecasting SKU level & Commodity price Forecasting
· Gender, Age Recognition from Twitter Profile using Cortana API

· Machine Failure Prediction

· Text Analysis using Python based NLP techniques – text clustering, topic modelling using NLTK, genism, Spacy. Building NLP pipelines using  scikit-learn pipeline module
· HR Analytics Project – Work Ethics, Survey
· Customer Entity Resolution Model

*Advanced Analytics: Data Scientist for Cognizant BFS, Data Analytics Team (2014 to Mar 2017)
SAS Credit Default Modeling for Merchants (PD Model - Application Scoring/Behavioral Scoring) for one of the large US based BFS Cards & Payments customer (2016-2017):
· Collaborating cross functional team to understand the business problem

· Collecting, retrieving, correcting, and transform data for analysis and modeling purpose
· Built both Application Scoring(with Reject Inference) and Behavioral Scoring Model
· Analyzing data, building models and evaluating their quality
· Phase 1: Data Exploration (PROC CONTENTS, PROC MEANS, PROC FREQ, PROC UNIVARIATE) & Graphical Analysis

· Phase 2: Data Preparation (missing value treatment, outlier treatment, variable selection/reduction using Chi-Square, Fisher scoring, Trend Checking, IV/WOE scoring, dummy variable creation, and Stepwise Regression etc.). Scientific multicollinearity reduction using VIF & factor loading across principle components.  Oversampling/Under sampling to address class imbalance issue; Random Sampling to split train/test data

· Phase 3: Built logistic Regression models and Check the model fit statistics for finding out the fitness of the model. Validate the data by using the parameter estimate, test KS-test statistic, Gini and lift Curve, Decile creation, Rank-ordering and classifying & scoring the customers based on their prediction probabilities who are more likely to default
· Monitoring model performance, calibration, stability

· Scorecard building using PDO technique
· Communicating results and recommendations to Decision Makers
Direct marketing statistical model for finding responder/non-responder for a BFS Card and Payments customer (2016-2017):
· Deduplication using Fuzzy matching to arrive the overall normalized score based on name and address match (Levenshtein distance based+ Fuzzy based), geo-coding based distance (using PROC GEO Code). Identifying the cut-off by manual inspection. Alternatively setting up a ML problem by train/validation/test split and applying NN/RF/XGBOOST/Logit techniques to identify duplicate pairs. 

· Eliminating duplicates and identify in-active merchants for campaign generation

· Built response model on direct mail marketing. Performed Clustering & PCA as pre-processing steps. Used Caret Preprocess method for normalization of numeric variables. Over Sampling to address misclassification cost. PCA based and Non-PCA based various models [decision trees, random forest, Logistic Regression] for model comparison and final model selection

Order Demand Prediction Proof of Concepts for one of the US based Life Science (LS) customer (2015):
· Built Statistical model to predict future order for Influenza related products based on ILI Patients data, weather information, Social Media data (Tweeter Count and Google Flue Trend). Built Region wise Linear Regression Model as well as ARIMA time series based model for future order prediction using ITSM, R & Azure ML. (Box-Cox for variance stabilization, stationarity test, differencing for stationarity, ACF/PACF plot, auto-arima, selecting alternate models using AICC, subset selection modeling, residual test and model based future prediction, MAPE). Presented the result to customer using Tableau Dashboards and Story Telling features.

Social Media/Text Analytics Proof of Concepts (2014):
· Built machine learning model to predict positive & negative sentiment of tweets based on unigram word frequency features as well as other features like total words in documents, TF-IDF score etc. using RTextTools & TM packages. Using Python script to download tweeter data. Pre-Processing was done using R and Python. Built multiple model based on different algorithm like logistic regression, Naïve Bayes, Random Forest, SVM, Max-Ent, AdaBoost. Final Model selection based on cross-validation approach. Used Model ensemble (majority voting) as an alternative to improve the performance metrics

· Topic Modeling – Built LDA (Latent Dirichlet Allocation) based Topic Model on textual news data. Get Top 5 topics and related Top 5 terms based on probability score. Cross validation to identify optimal number of topics based on log likelihood

Recommender System (Collaborative Filtering) [Internal ML POV development] (2014):
· Implemented the recommender system ALS (alternate least square) algorithm in Spark MLLIB using Python Spark. Optimized the hyper parameters using cross validation (rank, regularization)

Past DW-BI Representative Experiences –

(Period – Jan 2000 to Dec 2013)

	Organization
	Period
	Project Responsibilities

	Cognizant
	2013 – 2013
	Offshore Delivery & Team Manager for Hartford Insurance DWBI Projects for Kolkata location. Additionally played the role of operations SPOC for Hartford AIM account. 
Technology – Informatica, Business Objects

	Cognizant
	2010 – 2012
	Offshore Delivery Manager for JPMC & First Data Kolkata DW-BI projects. 
Responsible for Technical delivery management, team management, business development activities (RFI/RFP/Proposals), Operations.
Team Size handled – 50+; 
Technology - Informatica

	Steria
	Dec 2008 - Jan 2010
	Ab Initio technical Consultant and Team Manager for Barclays (UK). 
Handled various data integration projects such as Project Merlin etc.
Worked for CoE on recruitment, training etc.

	IBM
	Jan 2007 – June 2008
	Informatica Technical Consultant for AstraZeneca (UK). 
Located in AstraZeneca UK location and designed/developed multiple data integration projects for AstraZeneca UK

	IBM
	Feb 2006 – Dec 2006
	Informatica Technical Consultant for customer AmeriSource Bergen (USA). 
Additionally worked as Informatica Power center Administrator
Managed the offshore team (7 odd)

	NCR-Teradata
	Aug 2005 – Oct 2005
	Informatica and Teradata Technical Consultant for ICICI Prudential EDW implementation

	TCS
	Jan 2003 – June 2005
	Informatica & Business Objects Technical Consultant for GE Consumer Finance Australia & UK. 
Located at onsite and engaged in various projects like midrange IT projects, Falcon etc.

	TCS
	Jan 2000 – Dec 2002
	Business Objects Technical Consultant for GE Plastics Europe & Asia Pacific. 
Worked in multi country System ESS ERP implementation as BO consultant.
Worked as Oracle DBA for internal projects 
Worked both at onsite & offshore


EDUCATION & CREDENTIALS

Executive Program in Business Analytics (EPBA) from IIM Calcutta (2016 - 2017)

B.E. (Electronics & Telecommunication Engineering) 1995 - 1999
Bengal Engineering College Shibpur (Deemed University), Howrah, West Bengal 
(Current IIEST – Indian Institute of Engineering Science and Technology, Shibpur erstwhile BESU and BEC Shibpur)
Professional Certifications:
· 1 Year Executive Program in Business Analytics from IIM Calcutta (2016-2017) 

· Deep Learning, a 5-course specialization by deeplearning.ai on Coursera (2018)
· Stanford Machine Learning Coursera MOOC certification

· MITx Analytics Edge edx MOOC certification

· Wrox Certified Big Data Analyst & Jigsaw-Cognizant Advanced Analytics Certification
· IIM Ahmedabad 5 days residential MDP on Advanced Analytics for Management (2012)
· Cleared Financial Risk Management - FRM (GARP) Level 1 (2013) 

· Diploma in Business Management – ICFAI University (Distance Program) – 2012
· Passed PMP Certification from Project Management Institute, USA in 2010
PERSONAL DOSSIER

Date of Birth

:
7th August, 1976
Current Address

:
Kolkata, West Bengal
PAN Number

:
AKRPG2364E


