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	Summary


9.6 yrs. of total experience. Researcher and practitioner in the area of Artificial Intelligence, Predictive Modeling, Data Mining, Machine Learning, Natural Language Processing, Text Mining, Deep Learning, Graph Models. 
Implemented various applications like:

Opinion/Sentiment Analysis and Intent Classification: Sentiment analysis using syntactic and semantic analysis, phrase based, NLP based, deep learning model based like RNTN, LSTM, CNN, Topic/Latent Modeling using LDA, Subjectivity Classification
Recommender System:

RS using CF, Association Rule, Latent factor modeling, Deep learning approach - Neural Collaborative Filtering (NCF), Graph based deep learning model like Restricted Boltzmann Machine.
Text Summarization Applications:  
Extractive Text Summarization, based on clustering, topic modeling, Graph based ranking algorithm  
	Work Experience:
                                                       
	Current: Research Scientist - Artificial Intelligence Team, Accenture India from Nov 16 to present 
Previous: Senior Analyst/Machine Learning/Algorithms/NLP/Big Data in Big Data Analytics team of Sonata Software Bangalore from Dec 14 to Oct 16 

Analyst in Business Intelligence and Data Analytics – KPO Division of HCL Technologies from Nov 11 to Nov 14
Analyst, One 97 Communication from Apr 11 to Oct 11, Data Analyst RCM Aeroservices from Aug 9 to March 11, Statistician Datanet India from Oct 8 to Jul 9
 

	Key Skills :


	Statistical, Machine Learning Algorithms and Deep Learning: 

Regression, Logistic Regression, Regularization/Penalization methods, hyper-parameter tuning, Support Vector Machine, Decision Tree, Random Forest, Ensemble Methods like GBM, xgboost, knn, Clustering, Naïve Bayes Classifier, ANN, Frequent Pattern Mining, Topic/Latent Modeling, Semi-Supervised Learning, Time Series Analysis and Forecasting, RNN, LSTM, CNN, bi-directional LSTM, Word2Vec
Graphical/Network Analysis: 

Network Data Analysis, Identification of network influencer/actor using vertex centrality, Graph Partitioning, Graph Spectral Clustering, HMM, Conditions Random Fields (CRF), Bipartite graph
NLP Applications and NLP Sub-tasks:

Text Summarization using Graph based ranking algo., NLP sub-task: Named Entity Recognition(NER), parsing, Lemmatization, NLP and Text Mining applications viz., Information Retrieval (IR), Topic Modeling, Document Classification, Intent Classification


	Education:
	M.Tech. in Future Studies and Planning in 2008 from DAVV, Indore
M. Sc (Statistics) from BHU, in 2006, Varanasi

	Software Knowledge :
	Programming Language:

R programming, Python, Matlab, SAS
Data Science Tool Box:

ML platform: IBM SPSS Modeler, Weak, Rapid Miner, Alpine Miner, SPSS, Minitab
Python, numpy, scipy, pandas, scikit-learn, genism, keras
Big Data Platform and R packages:

Hadoop, HDFS, MapReduce, Hive, Cloudera impala, 

RHadoop, Microsoft Azure machine learning


	Professional Experiences

	Current Organization:
	Accenture, Bangalore

	Duration: Nov 16 to Present

	Designation: Research Scientist - Artificial Intelligence Team, Accenture, India



Ongoing and completed projects listed as under: 
1. Title: A sentiment Classification Engine – based on Deep architecture based on CNN 

             Client: Done for one of the largest travel and tour operators of US

        Description: Development and implementation of a robust automatic sentiment classification engine     to discover travelers/visitors opinion about their visit/stay in a hotel expressed by them in the    informal and unstructured content of blogosphere like twitter, discussion forum and facebook post.     
Technical:

· For semantic task like sentiment or intent classification, it is really important to consider word order & semantic compositionality in the learning task. 

· Most of the ML algorithms like Logistic regression, linear SVM, xgboost were not able to capture complex linguistic phenomena like effect & scope of Negation, effect of contrastive conjunction.
· As we know that modus operandi for sentiment or intent classification involves the use of word embedding for representing words and ConvNet layer to learn salient features (e.g., tokens or sequence of tokens) is a way that is invariant to their position within the input sequence. With this inspiration we experimented with a deep architecture based on CNN 

· And a trained Deep architecture based on CNN pushed the state-of-the-art in single document positive/negative sentiment classification from 83.3% up to 86.2%.

        Tools: Python, sklearn, keras functional API
2. Title: A Recommender Engine based on a hybrid deep learning approach:

            Client: This is done for one of the online health and beauty store.
Description:  Object was to develop a robust web based recommender system that could operate at      scale of web on a real time.      

 Technical:

· There are several challenges of recommender system when operate at scale of web on real life data those cannot be addressed by memory based collaborative approaches like scalability, sparsity, synonymy.

· Recommender system based on Matrix Factorization has the potential to address all the limitations of scalability, sparsity, and synonymy.

· And it achieves this by modeling user-item interaction as the inner product of their latent vectors. Despite the effectiveness of MF for CF, it is well-known that it’s performance can be hindered by the simple choice of interaction function – inner product and may not be sufficient to capture the complex structure of user-item interaction data.  
· To address this, we experimented with Neural Collaborative Filtering (NCF) – a hybrid deep learning architecture.

· And this general architecture unifies the strength of linearity of MF and non-linearity of ML.      

Tools: Python, keras.
3. Title: A sentiment Classification Engine – based on Recursive Deep Model for Semantic Compositionality 
             Client: Done for one of the largest travel and tour operators of US
        Description: Development and implementation of a robust automatic sentiment classification engine     to discover travelers/visitors opinion about their visit/stay in a hotel expressed by them in the    informal and unstructured content of blogosphere like twitter, discussion forum and facebook post.     
Technical:
· There are several approaches for sentiment classification and most of them are based on bag-of-word and bag-of-phrase approaches but these approaches ignore word order and from a linguistic or cognitive standpoint ignoring word order in semantic task is not good especially for phrase or sentence level NLP applications. 
· Moreover even they are also not able to capture complex linguistic phenomena like effect & scope of Negation, effect of contrastive conjunction.
· Correctly predicting these hard cases is possible when the meaning or semantic of long phrases is understood or learned. And Recursive Neural Tensor Network (RNTN) essentially do the same i.e., it map the long phrases/sentences to semantic vector space when trained on Stanford Sentiment Treebank. 
· And a trained RNTN pushes the state-of-the-art in single sentence positive/negative from 80% up to 85%.
Tools: R, Stanford coreNLP
4. Title: An Automated & Interactive Extractive Event or News Summarizer and Key Phrase Extractor – Using a Graph based Ranking Algorithm:

             Client: It has been done for one of the largest agricultural traders of Ghana  

            Description: It was very critical for our client to monitor all events/news those would affect there trading business and hence there trading strategies. Monitoring & extracting the web for interesting events or news usually results in vast amount of information. That results the need to design an application that could help client to decide which news article or part of it would be of his interest while reading as less as possible.     

 Technical:

· Extractive text summarization is the best approach to design such an application.

· We used TextRank algorithm for this purpose.

· There are two main features of our application. First feature is responsible to display users the most important sentence to decide about the relevance of the news article and if user is not able to take decision then using read more option he can read next most important sentence to arrive at decision while reading as less as possible in an interactive way.

· And the second feature is responsible to generate key phrases/Key topics corresponding to each news articles & hence gives user a very clear idea about what topics are discussed.

· Moreover it gives user an option to extract sentence or sentences corresponding to topic he is interested interactively.

· For the first feature as sentences need to ranked/scored so sentences are added as vertices in graph & two sentences are linked if there is some non-zero content overlap between them. To score sentences we ran TextRank algorithm on this weighted undirected graph.
· For the second feature all the lexical that pass the specific syntactic filter are added as verities and an edge is added between them if they co-occur within a window of N words. Each lexical is ranked after running TextRank algorithm.          
    Tools: graph, openNLP packages of R.
5. Title: A Recommender Engine based on Latent Factor Modeling and Association Rule Mining:

            Client: This is done for one of the online health and beauty store.
Description:  Object was to develop a robust web based recommender system that could operate at      scale  of web on a real time.      
 Technical:

· There are several challenges of recommender system when operate at scale of web on real life data those can not be addressed by memory based collaborative approaches like scalability, sparsity, synonymy.
· Recommender system based on SVD has the potential to address all of the limitations of scalability, sparsity, and synonymy.

· There are several ways of applying SVD for RS like LSI/SVD for explicit feedback, and SVD-NN based RS for implicit feedback
· As our customer-product matrix is of 0-1 type, so we have chosen SVD-NN based RS.

· Customer factor matrix is used to form the neighborhood; the idea of searching nearest neighbor in customer latent space addresses scalability, sparsity, and synonymy issues.

· The accuracy of SVD-NN based RS depends on the following parameters like training-test data                          ratio, number of latent factors, number of nn, number of products in top-N recommendation list.

· All the parameters have been evaluated using F1 measure in the same order as discussed earlier. 
· For the customers without any historical transactional behavior, association rule mining(using apriori algorithm) is used as recommender engine where customer contextual information, socio-demographic information are considered as antecedent and items are considered as consequence for rule mining.      
Tools: svd, arules packages of R. 
6. Title: An Automated Unsupervised Phrase Level Sentiment Classifier – based on Graph Based Ranking algorithm for Sentiment Expressions identification:

            Client: Done for one of the largest travel and tour operators of US.
Description: Development and implementation of a robust automatic sentiment classification engine to discover travelers/visitors opinion about their visit/stay in a hotel expressed by them in the informal and unstructured content of blogosphere like twitter, discussion forum and facebook post.     

Technical:

· There are several approaches for sentiment classification and most of them are based on bag-of-word approach, but these approaches ignore word order and from a linguistic or cognitive standpoint ignoring word order in semantic task is not good especially for phrase or sentence level NLP applications. 
· As phrase level approach has potential to consider word order, and so able to perform well for sentiment detection task at sentence or phrase level.
· Our sentiment classification engine has two components. First is actually a pattern recognition problem, with the objective to identify sentiment expressions or phrases.

· Second problem is to compute semantic orientation (SO) of identified sentiment expressions using information theoretic measures.     
· For both of the problems we used formal & structured hotel reviews from different sources.
· For the first problem we need to identify potential candidates i.e., lexicon for sentiment expressions, as we know that lexical categories like noun, adjective, and adverb could be potential candidates for sentiment expressions, so lexical units those pass these syntactic filters are added to the graph as vertices, and an edge is added between them if they co-occur within a window of N. 
· Each lexicon is ranked after running TextRank algorithm. And top N lexical units are selected as potential candidate for sentiment expressions. During post-processing, all lexical units are marked in the review text, and sequence of adjacent potential lexical units are collapsed and extracted as sentiment expressions.                 
Tools: NLP, opeNLP, tm, graph packages of R. 
	Education

	Degree
	Year
	Institute
	Grade

	M.Tech. in (Future Studies and Planning)
	2008
	 DAVV, Indore
	77.04%

	M.Sc.(Statistics)
	2006
	Dept. of Statistics, BHU, Varanasi
	67.3%

	B.Sc. (Statistics)
	2003

	Dept. of Statistics, BHU, Varanasi
	57%
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