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Data  Analysis , Data modeling ,Data Munging, Big Data(Hadoop), Machine Learning(Supervised & Unsupervised) , Statistics(Descriptive an Inferential) ,NLP, AWS , Algorithmic Development  ,Deep Learning(beginner), Chatbot developer,REST API's,RASA chatbot  development .
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PROFILE  SUMMARY 


· 4.4+  years  of experience  in data  analysis , visualization and predictive model in both  service and product  based organization .
· Industry  worked on -Fintech  , Automobile , Healthcare , Telecom. 
· Worked  for clients  like Vodafone Qatar(Onsite)  , Hyundai , mykukun.com  as a modeler  and programmer  .
· Product  development knowledge  including strategy  making ,suggestions in business model development . 
· Competitor's survey and analysis .
· Statistical dashboard developer  using  R-Shiny-0.13  and  Python Flask web development .
· Knowledge of Machine Learning algo's like linear and logistic regression , RandomForest, decision tree ,  Naive Byes, k-fold cross validation for model evaluation , and tuning parameters . 
· Unsupervised  models  like k-means.
· Natural language  processing (NLP) ,word2vec and doc2vec models ,word embeding(vectorization),cosine similarity .
· Data Analysis using Python  Pandas , numpy , R-dplyr pipeline, MS-EXCEL  . 
· Working knowledge  of  Hadoop Clusters ,hdfs(Hadoop distributed file system) .
· NoSql database knowledge like  mongo db  ,  elastic search-5.6.3 . 
· Database , sql and mysql .
· Visualization using ELK stack (Elastic Search , Logstash and Kibana) , Plotly , matplotlib .
· Machine Learning Model building using  R packages (caret) and individual packages ,  and  sklearn module  in python  . 
· Linux environments (Ubuntu , Centos,oracle).
· Restful API's  using  FLask .


	
[image: ]PROFESSIONAL EXPERIENCE

· Worked as Senior Data Analyst at Predictive Research, Bangalore from Dec 2013 to 2016 December .
· Working in Payzello (instafund internet pvt ltd) from Jan-2017  to present as Data Scientist in Hyderabad .
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EDUCATIONAL QUALIFICATION	


Btech  in Information Technology  from BPUT ,Orissa .
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SKILLS



· Analytical Tools                  :  Python-3.6, Anaconda distribution,R-(3.0.1 -3.2.3), RStudio  , IPython                      notebook,Pycharm ,Spyder MS-Excel-10.
· Machine Learning               :  Logistic Regression , Naive Byes, RandomForest , SVM ,Doc2vec ,Word2vec,gensim.
· Packages                           :  Pandas, pymongo,numpy,nltk,datetime,Dplyr ,rattle ,reshape .
· Big Data Technologies         :  Hdfs .
· Languages                         :  Python-3.6  ,R .
RDBMS and Tools               :  Mysql,sql server-2012.
· NoSql                                :  Mongo db ,elastic search-5.6.3,  Bit Bucket .
· Web Applications                :  R  Shiny-0.13, Flask (python)
· Visualization                       :  Kibana-5.6.3 ,Plotly.
· Others                               :  App  improvement decisions , app  development , app manual 			 testing , bit bucket infrastructure .


---------------------------------------------------------------------------------------------------

Personal Project
Title: Document similarity  .
Environment:  Pandas, sklearn, gensim,word2vec,doc2vec . 

Description:  In  this project  i  had created  a  corpus containing  questions and answers of 3 levels (python ,management,banking ) . After execution  of my code it will prompt user  to  ask  any question related to  this 3 topics ,and will  give  output as answer most  similar  to  the question asked . 

In this project , i used  doc2vec word embedding model , every documents  words  vectors  are  averaged and  compared  with  the vectors created  from  answers  ,and the probability  of the answer matched  which ever is least will be shown to the user . 

Sharing  the  github repo  of the same :  https://github.com/aki83reo/DeepLearning
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Working  with  Payzello(jan-2017 to present) 

----------------------------------------------------------------------------------------------
Project #1:
Title :SMS Data Analysis(Ongoing Project) . 
Environment:  Python ,AWS -S3 , k-mean , word2vec , ML models (Random Forest , decision trees ,  Logistic Regression  etc .) ,NLP, Unstructured  Data .

   Description : In this project  we are  analyzing the users sms data to analyze users spending patterns , and      suggests  proper budgeting plan for them  .

  We  are  classifying  the data  into  promotional  and transactional  data , for analyzing  that we have to  label  our  data  as trans/proms .

   As we  have  6000 users documents (4tb plus data) we used tf-idf  and  word2vec  on our data to remove  most occurring words and   removed stop words from the whole corpus , lowercase them ,and used bigram - trigram most occurring words  in the corpus .

  On the list of most occurring words   we applied  k-means algorithm  to make 3 clusters . 

  Our  1st cluster  contains  near about all  promotional keywords  and our second clusters   contains promotional keywords . 
  
  It helps  us  in  a  identifying  which documents  are  promotional and which are transactional  .
  We still have  to  do  manual  labeling on our dataset  . 

  Next step  will be feature  extractions  like  on which time  certain message  come  i.e. bucketing them , length  of            the   individual  documents etc .

  We are  planning to apply  Machine Learning  Models  after  we have  our  tagged  documents with  us  such that  we can have  classify  new  data which ever  comes  next  .  
----------------------------------------------------------------------------------------------

Project #2:
Title : Chatbot . 
Environment:  Python ,Mongo db,pymongo,Machine Learning(Naive Bays,SVM,RandomForest ),NLP(Doc2vec),RASA , bit bucket  ,flask , Restful  API .

Description :The main  objective of the project is to help user know about their  ' Account balance ', 'amount of money they spent in different  categories ' and 'general queries'  like weather , time and more .

In this  project  for  identifying  users  intent  ,  we  had developed created dataset   containing questions  related  to  the  above  3 categories  ,  and  labeled  them manually , we had  30000 records  stored  in mongodb  .

Feature  engineering  has been  done like  tokenizing  , steaming, lemmatization  on the  user input  for proper understanding of query  by  our Machine Learning model . 
We use classification algorithms like  Naive byes(97% accuracy on test data)  , SVM (83% accuracy on test data), RandomForest (67% on test data) to properly  classify  the query . 
We build a  text document contain  general queries with answer , to identify  the perfect question  we use Doc2vec model with cosine similarity  between  asked question and range of questions .
I  build  my  own  POS  tagger  to  understand  meaning  of users query , whether he is asking  a past question , future question  or a present question  ,  by  making a dataset  of question  and train them for unigram tagger  (78% accuracy) , bigram tagger  (82% accuracy)  by  tokenizing user input data   . 


We  implemented  RASA  model   , where   we  used  2 parts  ,  first  is  entity extraction from   the  user  intent  to identify  specific  intent  ,  the  RASA  core  to   identify  which action to  take after   intent  understanding  . 

Role :
· Creating dataset  as per the requirement .
· Splitting data  into train ,test (80/20) to apply machine Learning  models ,validating using confusion matrix  in  sklearn module  (python).
· Writing Python script  to  prepare  functions ,which will extract  data from mongodb and convert the result into dictionary and list format .
· Creating a flask API for connecting  Node.js  and  python  results .

---------------------------------------------------------------------------------------------------


Project #3 :
Title: Analytical Dashboard .
Environment:  R-3.0.4 , R-Shiny,mongo-db,elasticsearch,ploty . 

Description :The main objective of this project  is to  build a  dashboard for easy analysis of  number  of  transactions, total  number of failed transactions, aadhar verified customers , daily, weekly ,monthly  . 

In R-shiny  we are  using  shinydashboards , some javascript  modules , plotly to create interactive graphs .

Role:
· Writing scripts in python to extract  user info from mongo db ,analyzing them and storing them in elastic search .
· Wrote a cron job in ubuntu to run python script daily  at midnight.
· Building UI using  R-Shiny dashboard .
· Writing scripts in R  to  extract data from elastic search .
· Visualizing extracted  data  using  plotly  in shiny web  page . 

---------------------------------------------------------------------------------------------------


Project #5  : 
Title: Reporting  system .
Environment:  Python , Mongo db ,Elastic Search, Flask(Web Frame Work) . 
Client :  Yes Bank

Description : The main objective of this project is to develop a webpage for  our client  to download daily  ,weekly or monthly reports  in excel files prepared by  us  daily .

Role:
· Creating Flask Web application .
· Creating scripts in pandas to query  mongo db and prepare reports and store in elastic search .
· Writing Cron job to  update  daily report. 
· Writing API calls  to  whenever any query triggered  from  flask .
---------------------------------------------------------------------------------------------------


Predictive Research(2013-2016-dec)

Project # 1:
Title: Smart Leads 
Client: Trilogy.
Duration : 6 months
Environment:  R, SQL Server-2012, Excel, Machine Learning (GLM, RandomForest, SVM,Naive Bayes).
Description: This project aim is to find the best lead in  smartlead data(Hyundai Data) using data modeling and data mining technique, Here we preprocessed the data in R (Removing Outliers,filling missing values in cells ,removing rows having NA's ) ,applied RandomForest classification for important  variable selection  ,then divided the data in 80/20 as training and testing build the model using training dataset and tested it using the testing dataset and verified the model using confusion matrix. 

Roles and Responsibilities:

· Preprocessing and analyzing data in R and  excel and plotting pivot chart.
· Appling feature selection machine learning techniques Random Forest and AIC/BIC for variable importance.
· Creating (GLM) Generalized Linear Model, Neural Networks , Naive Bayes ,Support Vector Machine (SVM)  to build a model and analyzing Acceptance Rate , Close Rate etc using Confusion Matrix.
· Developing R scripts for modeling.
---------------------------------------------------------------------------------------------------

Project # 2:
Title: Health Risk Model
Client: Secureinfosys.
Duration :5.5 months.
Environment:  R, SQL Server-2012, Excel, Machine Learning (GLM, RandomForest, SVM,Naive Bayes).
Description: This project aim is to find health risk model for cancer patient  data using data modeling and data mining technique weather patient got readmitted or not, Here we preprocessed the data in excel applying clustering and features selection plotting pivot chart and accordingly selecting the best suitable data variables for the modeling, Then we create Machine Learning Model for the data after dividing the data set in 70% training and 30% testing then we predict the model and plot the ROC chart and confusion matrix of the model and calculate the score of the final model.

Roles and Responsibilities:
· Preprocessing and analyzing data in excel and plotting pivot chart.
· Appling feature selection machine learning techniques Random Forest for variable importance.
· Creating ML Models, plotting roc curve and confusion matrix of model.
· Developing R scripts for modeling.
· Created a C# dll  using "RDotnet" package  which can be used and called in C# application to analyze the model.
---------------------------------------------------------------------------------------------------

Project # 3
Title: Telecom Immunity .
Client: Vodafone
Duration:4 months(Onsite exposure in Qatar).
Environment:  R , Cloudera Manager 5.2.5, Oracle Linux 6, Hadoop, HUE, Pig, Hive, Oozie, Flume, Morphine, Regex, Elasticsearch.
Description:  In this project Vodafone Qatar wants to analyze the top 10 % least performing cell sites from the top performing cell sites and to trigger a alert on a daily basis(ATV value) .  

Roles and Responsibilities:
· Performed as an analyst and R developer   in client site Vodafone Qatar.
· Using "Rhdfs" package for basic connection to Hadoop ecosystem .
· Using  "Plymr" package  to analyze the data for  performing various data analysis.
· Extracting daily data from Analytical node in Hadoop using RHdfs and plymr package .
· Doing  data manipulation  and storing the bottom 10% cell site into Elastic Search .
--------------------------------------------------------------------------------------------------


Declaration:
I certify that all the information I furnish herein is factually correct to the best of my knowledge and belief and accept that it is subject to verification by the organization.
Place    : Hyderabad                                                                                                       		ASHIS DEB
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