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5+ years of relevant experience in Text Mining, Machine Learning (ML), Natural language processing (NLP) on HealthCare and HR Domain.
2+ years of relevant experience in Java Framework like Spring MVC, Hibernate.
Work Experience:


Currently associated with Binary Fountain as Software Developer – NLP, Machine Learning.


Worked as Technical Leand in Sakhatech Information System Pvt. Ltd from Sept 2011 to March 2017
Technical Proficiency: -
· Experienced in different Machine Learning algorithms such as Classification, Regression, Clustering etc.
· Good understanding of Logistic Regression, Naive Bayes,, KNN, SVM and different clustering technique like K-Means  etc.
· Also having knowledge of NLP.
· Hands on experience in Model building by using above algorithms & Analysing the model accuracy.
· Knowledge in different statistical methods such as Descriptive Statistics, Inferential Statistics, Hypothesis Testing, SVD, PCA etc. 
· Experience in programming languages such as  Python, PySpark. 
· Experience of working in Linux Machine.
	
	
	SKILL SET

	Technical:
	
	

	Programming Languages
	:
	Java, Python

	ML/NLP Tools
	:
	  OpenNLP, StandfordNLP, NLTK , Python, Spacy, SciKit Learn, PySpark

	ML TECHNIQUE
	
	Logistic Regression, Multinomial Naive Bayes, CRF (Conditional Random Field),

	Databases
	:
	MongoDB , ElasticSearch, MySQL

	Web Technologies
	:    Flask, Spring Boot ,SpringMVC

	Unit Testing
	:
	JUnit

	Dependency Management
	:
	Maven

	Operating System
	:
	Ubuntu 14.04

	SDLC
	:  Agile & Waterfall Methodologies

	Source Control
	:
	SVN , Github



PROJECT OVERVIEW
Reputation Management :
August 2017 to Present
Technologies: Python,NLTK,Spark-pyspark,Scikit-Learn,Stanford NLP
With increasing healthcare insurance costs and the internet providing a wealth of information about providers, especially ratings and reviews, patients are being more scrupulous in selecting their next provider – even if they’ve received a referral. In fact, 75% of patients say online ratings and reviews influenced their provider selection.
Online Reputation Management is your most valuable asset in today’s digital world. If you are physician , your search result will impact the decision of potential customers. We are doing by analysing the comments using NLP (Natural Language Processing). Where each review will go into the following phases:
· a ) Break the review into sentence lavel.
· b) Process each sentence for stanford dependency parsing.
· c) Get the tokens and respective POS and relation between the tokens and do the keyword and insight extraction:
· KEYWORD AND INSIGHT EXTRACTION:
· Developed the NER system using CRF model which include the following features set:
· token windows feature generator which look 4 words back and 4 words next.
· Pos windows feature generator which looks 4 words pos tag back and 4 words pos next.
· Get the pos tag of current tokens
· check the type and shape of tokens like isDigit, isUpper, isTitle etc.
· token class windows feature generator which looks the type of token 4 word back and 4 word next.
· Make the class label of previous token is one of the feature for current token.
Once we are done with keyword and insight extraction. 

a ) We are doing the Category and Theame Classification with the help of Feature and Opinion word phrases.

b) Sentiment Analysis using verb phrases. 
Feature Engineering:

This process cover the following thing:


a) Feature Extraction – Extracting the feature using varius machine learning technique (eg tfidf, word2Vec, word correction etc ).


b) Feature Selection – Used Chi Square test.


c) Handle imbalanced class using up-sampling technique.
Machine Learning Technique Used: Logistic Regression
Survey Compass PHI(Patient Health Information) Removal:
April 2017 to August 2017

Technologies: Python NLTK (Natural Language Toolkit)  , Scikit-Learn, OpenNLP
Survey Compass is responsible to getting the servey data from the different people and processing to idefntify the personal information like person name , DOB , age or date etc . Before moving the data to public platform,  our target is to encrypt these infromation from the servery/review data before moving into public platform.
Feature Engineering:

This process cover the following thing:


a) Feature Extraction – Extracting the feature using varius machine learning technique (eg tfidf, word2Vec, word correction etc ).


b) Feature Selection – Based on Chi Square test.
Machine Learning Technique Used: NaiveBayes, Logistic Regression
CEP AI (Artificial Intelligence) Service
October 2014 to March 2017
Modules
: Jobs Information Extraction , Resume Parsing
Technologies
: NLP (OpenNLP, StanfordNLP,NLTK) , Machine Learning , Data mining, MongoDB ,ElasticSearch
CEP (Contextual Engine Platform) is focusing mainly on segregating processed data from various sources. These data are being analyzed by using CEP AI service.
Roles & Responsibilities:
· Train set preparation , Model building and applying predictive modeling on existing data.
· Created architecture design for real time data analysis using Rest API.
· Co-ordinate with train set preparation team for model building process.
· Manage and/or provide guidance to junior members of the team.
· Client Interaction.
Kaarya
September 2012 to September 2014
Technologies
: Java, Spring MVC, Hibernate, MySQL
Kaarya provides a single platform for managing investor relations, reporting, compliance management and document management leading to better governance and reduced risks.
Roles & Responsibilities:
· Developed backend java code.
· Developed restful api.
· Developed ORM classes to saved data in database.
· Client Interaction.
Salorix
September 2011 to August 2012
Technologies
: NodeJS, Jade Express, MySQL
The aim of the project is to generate detailed statistics about the various Brands in the market. This statistics includes number of conversations happening on the various products in the social media, number of people who are engaged in that product. This statistics will help the user to analyze and choose the top brands in the market.
Roles & Responsibilities:
· Development.
· Client Interaction.
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	PERSONAL DOSSIER

	Date of Birth
	:
	7th  Feb 1988

	Permanent Address
	:
	At+Po: Hesalong, PS: Giddi 'A', Dist:Hazaribag, Jharkhand 821901



